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QUESTION BANK
UNIT I
Part- A
1. Difference between public and private cloud. (NOV/DEC 2016)
A public cloud is one based on the standard cloud computing model, in which a service provider makes resources, such as applications and storage, available to the general public over the Internet. Public cloud services may be free or offered on a pay-per-usage model.

2. Highlight the importance of the term “Cloud Computing”. (NOV/DEC 2016)
cloud is a pool of virtualized computer resources. A cloud can host a variety of different workloads,

Including batch-style backend jobs and interactive and user-facing applications.

Cloud computing is a general term for the delivery of hosted services over the internet. Cloud computing is a type of Internet-based computing that provides shared computer processing resources and data to computers and other devices on demand. It is a model for enabling ubiquitous, on-demand access to a shared pool of configurable computing resources (e.g., computer networks, servers, storage, applications and services.
Importance: 

Reduction of costs

Universal access

Up to date software 

Choice of applications

Potential to be greener and more economical

 Flexibility 
3. Define Distributed Computing.
Distributed computing is a field of computer science that studies distributed systems. A distributed system is a model in which components located on networked computers communicate and coordinate their actions by passing messages. The components interact with each other in order to achieve a common goal.

4. Explain Multithreading Technologies.
Multithreading is the ability of a central processing unit (CPU) or a single core in a multi-core processor to execute multiple processes or threads concurrently, appropriately supported by the operating system. This approach differs from multiprocessing, as with multithreading the processes and threads have to share the resources of a single or multiple cores: the computing units, the CPU caches, and the translation look aside buffer (TLB).

5. How GPUs work?

A graphics card's processor, called a graphics processing unit (GPU), is similar to a computer's CPU. A GPU, however, is designed specifically for performing the complex mathematical and geometric calculations that are necessary for graphics rendering.

6. What is GPU computing?

General-purpose computing on graphics processing units (GPGPU, rarely GPGP or GP²U) is the use of a graphics processing unit (GPU), which typically handles computation only for computer graphics, to perform computation in applications traditionally handled by the central processing unit (CPU).

7. What is a Virtual Machine?

In computing, a virtual machine (VM) is an emulation of a particular computer system. Virtual machines operate based on the computer architecture and functions of a real or hypothetical computer, and their implementations may involve specialized hardware, software, or a combination of both.

8. What is virtual organization?

Virtual organization is nothing but coordinating resource sharing and problem sharing and dynamic multi institution organization.

9. What is Data Centre Virtualization?

It is a category of solutions which were originally created to extend the traditional data centre management function to include all of the physical assets and resources found in the Facilities and IT domains. DCIM deployments over time were supposed to integrate information technology (IT) and facility management disciplines to centralize monitoring, management and intelligent capacity planning of a data centre’s critical systems. Since DCIM is a broadly used term which covers a wide range of data centre management values, each deployment will include a subset of the full DCIM value needed and expected over time
10. Explain about Peer to Peer Networks.

In its simplest form, a peer-to-peer (P2P) network is created when two or more PCs are connected and share resources without going through a separate server computer. A P2P network can be an ad hoc connection—a couple of computers connected via a Universal Serial Bus to transfer files.

11. Define LAN ,WAN and SAN.

A local area network, or LAN, consists of a computer network at a single site, typically an individual office building. A LAN is very useful for sharing resources, such as data storage and printers. LANs can be built with relatively inexpensive hardware, such as hubs, network adapters and Ethernet cables.

A wide area network, or WAN, occupies a very large area, such as an entire country or the entire world. A WAN can contain multiple smaller networks, such as LANs or MANs. The Internet is the best-known example of a public WAN.

A storage area network (SAN) is a network which provides access to consolidated, block level data storage. SANs are primarily used to enhance storage devices, such as disk arrays, tape libraries, and optical jukeboxes, accessible to servers so that the devices appear to the operating system as locally attached devices. 

12. What is Iaas?

Infrastructure as a service (IaaS) refers to online services that abstract the user from the details of infrastructure like physical computing resources, location, data partitioning, scaling, security, backup etc. A hypervisor, such as Xen, Oracle VirtualBox, Oracle VM, KVM, VMware ESX/ESXi, or Hyper-V, runs the virtual machines as guests.

13. What is PaaS?

Platform as a service (PaaS) is a cloud computing model that delivers applications over the Internet. In a PaaS model, a cloud provider delivers hardware and software tools -- usually those needed for application development -- to its users as a service. A PaaS provider hosts the hardware and software on its own infrastructure.

14. Define Software as a Service.

Software as a service (SaaS; pronounced /sæs/) is a software licensing and delivery model in which software is licensed on a subscription basis and is centrally hosted. It is sometimes referred to as "on-demand software". SaaS is typically accessed by users using a thin client via a web browser.

15. Difference between Grid and Cloud Computing.

Grid computing is the collection of computer resources from multiple locations to reach a common goal. The grid can be thought of as a distributed system with non-interactive workloads that involve a large number of files.

Cloud computing: The practice of using a network of remote servers hosted on the Internet to store, manage, and process data, rather than a local server or a personal computer.

16. Explain the elements of Grid.
pica is close to 1/6 of an inch. It is made up of 12 points. A point is equal to one seventy second of an inch. This is the terminology we use when we talk about a type size like 12 point Helvetica. This isn't required. It's a personal preference of mine. I like this unit of measurement because it relates to the typography. The margin separates the content from the edge of the page.

17. Define Grid Computing.

Grid computing is the collection of computer resources from multiple locations to reach a common goal. The grid can be thought of as a distributed system with non-interactive workloads that involve a large number of files. Grid computing is the concept of distributed computing technologies for computing resource sharing among participants in a virtualized collection of organization.
18. What is QOS?
    Grid computing system is the ability to provide the quality of service requirements necessary for the end-user community. QOS provided by the grid like performance, availability, management aspects, business value and flexibility in pricing. 

19.  What are the derivatives of grid computing?

          There are 8 derivatives of grid computing. They are as follows:

      a) Compute grid

      b) Data grid

      c) Science grid

      d) Access grid

      e) Knowledge grid

      f) Cluster grid

      g) Terra grid

      h) Commodity grid

18. What are the features of data grids?

· The ability to integrate multiple distributed, heterogeneous and independently managed data sources.

· The ability to provide data catching and/or replication mechanisms to minimize network traffic.

· The ability to provide necessary data discovery mechanisms, which allow the user to find data based on characteristics of the data.

19. What are the features of computational grids?

       The ability to allow for independent management of computing resources Failure

detection and failover mechanisms.

20. What are the facilities provided by virtual organization?

       The formation of virtual task forces, or groups, to solve specific problems

associated with the virtual organization.

The dynamic provisioning and management capabilities of the resource required

meeting the SLA’s.

21. What is the definition of grid computing concept given by Foster?

         A computational grid is a combination of hardware and software infrastructure

that provides dependable, consistent, pervasive, and inexpensive access to high end-user

computational capabilities.

22.What are the business benefits in grid computing?

       Acceleration of implementation time frames in order to intersect with the

anticipated business end results. Robust and infinitely flexible and resilient operational

infrastructures. Avoiding common pitfalls of over provisioning and incurring excess costs.

23.What are the examples of major business areas in grid computing?

      Life sciences for analyzing and decoding strings of biological and chemical

information.

      Financial services for running long, complex financial models and arriving at

more accurate decisions.

      Higher education for enabling advanced, data and computation intensive research.

24.What are the grid computing applications?

       Application partitioning that involves breaking the problem into discrete pieces.

Discovery and scheduling of tasks and workflow.

Data communications distributing the problem data where and when it is required.

25.What is meant by scheduler?

        Schedulers are types of applications responsible for the management of jobs, such

as allocating resources needed for any specific job, partitioning of jobs to schedule

parallel execution of tasks, data management, event correlation, and service-level

management capabilities.

26. What is meant by resource broker?

          Resource broker provides pairing services between the service requester and

the service provider. This pairing enables the selection of best available resources from

the service provider for the execution of a specific task.

27. What is load balancing?

           Load balancing is concerned with the integrating the system in order to

avoid processing delays and over-commitment of resources. It involves partitioning of

jobs, identifying the resources and queuing the jobs.

28. What are grid portals? Give example.

           Grid portals are similar to web portals, in the sense they provide uniform access

to grid resources.

Eg: Grid portals provide capabilities for the GC resource authentication, remote resource access, scheduling capabilities and monitoring status information.
29. What is grid infrastructure?

          Grid infrastructure forms the core foundation for successful grid

applications. This infrastructure is a complex combination of number of capabilities

and resources identified for the specific problem and environment being addressed.

30. Give the example of software application ASP.
   • Weather Predication
   • Math Modeling Application
31. Give the examples of Hardware service provider.
   • Computer Cluster
   • Computer System
   • Linux on Demand
   • Network Bandwidth
   • Blades
32. Write the any three Grid Applications.
   • Schedulers
   • Resource Broker
   • Load Balancing
33. What are the two commonly understood SOA architecture?
       The two commonly understood SOA architecture are web and web services.
34. Define SOA.

         A service-oriented architecture is intended to define loosely coupled and

interoperable services/applications, and to define a process for integrating these

interoperable components.

35. Define web service agents.

        Providing open standards-based designs for interoperable messaging

across Multiple vendors.

36.What are the fundamental components of SOAP specification?

   •An envelope that defines a framework for describing message structure

   •A set of encoding rules for expressing instances of application-defined data

     types A convention for representing remote procedure calls and responses

   •A set of rules for using SOAP with HTTP

   •Message exchange patterns (MEP) such as request-response, one way, and peer-

     to-peer conversations.

37. What are the features of SOAP?

    A unique name used to identify the feature and its properties. This enables us to

identify whether a SOAP node supports a specific feature. A set of properties associated with the feature that can be used to control, constrain, or identify a feature.
38. What are the mechanisms available to implement the features of SOAP?

     SOAP header blocks SOAP

     binding protocol

39. Write notes on Message exchange pattern.

        One special type of SOAP feature is the MEP. A SOAP MEP is a template that

establishes a pattern for the exchange of messages between SOAP nodes. Some examples

of MEPs include request/response, one-way, peer-to-peer conversation, and so on.

40. What is the vision behind global XML ARCHITECTURE?

        Providing standards-based and interoperable protocol definitions

                Reducing development efforts by separating infrastructure

                    protocols from applications and transport protocols

                Providing open standards-based designs for interoperable

                    messaging across multiple vendors.

41. What are the components available in service model?

                Policy expression Policy subject

                Policy assertion Policy attachment

42. What are the classifications of service state management?

            The classifications of service state management are

                   i)interaction aware state

                   ii)application aware state
43.  What are the collective services available in grid computing? 

•Discovery services 

•Co allocation, scheduling, and brokering services 

•Monitoring and diagnostic services 

• Data replication services 

• Grid-enabled programming systems 

• Software discovery services 

44.  What are the basic principles of autonomous computing? 

• Self-configuring (able to adapt to the changes in the system) 

• Self-optimizing (able to improve performance) 

• Self-healing (able to recover from mistakes) 

• Self-protecting (able to anticipate and cure intrusions)
Part- B
1. Illustrate the architecture of Virtual Machine and brief about the operations. (NOV/DEC 2016).



Virtual Machines and Virtualization Middleware A conventional computer has a single OS image. This offers a rigid architecture that tightly couples application software to a specific hardware platform. Some software running well on one machine may not be executable on anther platform with a different instruction set under a fixed OS management. Virtual machines (VM) offer novel solutions to underutilized resources, application inflexibility, software manageability, and security concerns in existing physical machines. Virtual Machines: The concept of virtual machines is illustrated in Fig. The host machine is equipped with the physical hardware shown at the bottom. For example, a desktop with x-86 architecture running its installed Windows OS as shown in Fig. The VM can be provisioned to any hardware system. The VM is built with virtual resources managed by a guest OS to run a specific application. Between the VMs and the host platform, we need to deploy a middleware layer called a virtual machine monitor (VMM) . Figure  shows a native VM installed with the use a VMM called a hypervisor at the privileged mode. For example, the hardware has a x-86 architecture running the Windows system. The guest OS could be a Linux system and the hypervisor is the XEN system developed at Cambridge University. This hypervisor approach is also called bare-metal VM, because the hypervisor handles the bare hardware (CPU, memory, and I/O) directly.


Another architecture is the host VM shown in Fig.1.7(c). Here the VMM runs with a non-privileged mode. The host OS need not be modified. The VM can be also implemented with a dual mode as shown in Fig.1.7(d). Part of VMM runs at the user level and another portion runs at the supervisor level. In this case, the host OS may have to be modified to some extent. Multiple VMs can be ported to one given hardware system, to support the virtualization process. The VM approach offers hardware-independence of the OS and applications. The user application and its dedicated OS could be bundled together as a virtual appliance, that can be easily ported on various hardware platforms.
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mode. The host OS need not be modified. The VM can be also implemented with a dual mode as shown in
Fig 1.7(d). Part of VMM runs at the user level and another portion runs at the supervisor level. In this case,
the host OS may have to be modified to some extent. Multiple VMs can be ported to one given hardware
system. to support the virtualization process. The VM approach offers hardware-independence of the OS.
and applications. The user application and its dedicated OS could be bundled together as a virtual appliance,
that can be easily ported on various hardware platforms.
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Figure 1.7 Three ways of constructing a virtual machine (VM) embedded in a physical
‘machine.The VM could run on an OS different from that of the host computer.

Virtualization Operations: The VMM provides the VM abstraction to the guest OS. With full
virtualization, the VMM exports a VM abstraction identical to the physical machine; so that a standard OS
such as Windows 2000 or Linux can run just as they would on the physical hardware. Low-level VMM
operations are indicated by Mendel Rosenblum [29] and illustrated in Fig 1. 8. First, the VMs can be
multiplexed between hardware machines as shown in Fig 1.8(a). Second, a VM can be suspended and
stored ina stable storage as shown in Fig.1..8 (b). Third, a suspended VM can be resumed or provisioned to
a new hardware platform in Fig.1.8(c). Finally, a VM can be migrated from one hardware platform to
another platform as shown in Fig 1.8 (d)

These VM operations enable a virtual machine to be provisioned to any available hardware platform.
They make it flexible to port distributed application executions. Furthermore the VM approach will
significantly enhance the utilization of server resources. Multiple server functions can be consolidated on .
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Virtualization Operations:

 

The VMM provides the VM abstraction to the guest OS. With full virtualization, the VMM exports a VM abstraction identical to the physical machine; so that a standard OS such as Windows 2000 or Linux can run just as they would on the physical hardware. Low-level VMM operations are indicated in Fig. First, the VMs can be multiplexed between hardware machines as shown in Fig. Second, a VM can be suspended and stored in a stable storage as shown in Fig. Third, a suspended VM can be resumed or provisioned to a new hardware platform in Fig. Finally, a VM can be migrated from one hardware platform to another platform as shown in Fig. These VM operations enable a virtual machine to be provisioned to any available hardware platform. They make it flexible to port distributed application executions. Furthermore the VM approach will significantly enhance the utilization of server resources. Multiple server functions can be consolidated on the same hardware platform to achieve higher system efficiency. This will eliminate server sprawl via deployment of systems as VMs. These VMs move transparency to the shared hardware. According to a claim by VMWare, the server utilization could be increased from current 5-15% to 60-80%.
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Figure 1.8 Virtual machine multiplexing, suspension, provision, and migration in a distributed
computing environment, (Courtesy of M. Rosenblum, Keynote address, ACM ASPLOS 2006 [29])

Virtual Infrastructures: This is very much needed in distributed computing. Physical resources for
compute, storage, and networking at the bottom are mapped to the needy applications embedded in various

'VMs at the top. Hardware and software are then separated. Virtual Infrastructure is what connects resources

to distributed applications. It is a dynamic mapping of the system resources to specific applications. The

result is decreased costs and increased efficiencies and responsiveness. Virtualization for server

consolidation and containment is a good example. We will study virtual machines and virtualization

support in Chapter 2. Virtualization support for clusters, grids and clouds are studied in Chapters 3, 4, and

6. respectively -
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Virtual Infrastructures:

 

This is very much needed in distributed computing. Physical resources for compute, storage, and networking at the bottom are mapped to the needy applications embedded in various VMs at the top. Hardware and software are then separated. Virtual Infrastructure is what connects resources to distributed applications. It is a dynamic mapping of the system resources to specific applications. The result is decreased costs and increased efficiencies and responsiveness. Virtualization for server consolidation and containment is a good example. 
2. Write short notes on    




(NOV/DEC 2016)
i) Clusters of Cooperative Computers.
(8)

ii) Service oriented Architecture

(8)
i) Clusters of Cooperative Computers.
Clusters of Cooperative Computers A computing cluster is built by a collection of interconnected stand-alone computers, which work cooperatively together as a single integrated computing resource. To handle heavy workload with large datasets, clustered computer systems have demonstrated impressive results in the past. 

Cluster Architecture: 

Figure shows the architecture of a typical sever cluster built around a low-latency and high-bandwidth interconnection network. This network can be as simple as a SAN (e.g. Myrinet) or a LAN (e.g. Ethernet). To build a larger cluster with more nodes, the IN can be built with multiple levels of Gigabit Ethernet, Myrinet, or InfiniBand switches. Through hierarchical construction using SAN, LAN, or WAN, one can build scalable clusters with increasing number of nodes. The whole cluster is connected to the Internet via a VPN gateway. The gateway IP address could be used to locate the cluster over the cyberspace.

 Single-System Image: 

The system image of a computer is decided by the way the OS manages the shared cluster resources. Most clusters have loosely-coupled node computers. All resources of a server node is managed by its own OS. Thus, most clusters have multiple system images coexisting simultaneously. Greg Pfister has indicated that an ideal cluster should merge multiple system images into a single-system image (SSI) at various operational levels. We need an idealized cluster operating system or some middlware to support SSI at various levels, including the sharing of all CPUs, memories, and I/O across all computer nodes attached to the cluster.
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a single integrated computing resource. In the past, clustered computer systems have demonstrated
impressive results in handling heavy workloads with large data sets.

1.3.1.1 Cluster Architecture

Figure 1.15 shows the architecture of a typical server cluster built around a low-latency, high-
‘bandwidih interconnection network. This network can be as simple as a SAN (e.g., Myrine) or a
LAN (e.g., Ethernet). To build a larger cluster with more nodes, the interconnection network can be
‘built with multiple levels of Gigabit Ethernet, Myrinet, or InfiniBand switches. Through hierarchical
construction using a SAN, LAN, or WAN, one can build scalable clusters with an increasing
number of nodes. The cluster is connected to the Internet via a virtual private network (VPN)
‘gateway. The gateway IP address locates the cluster. The system image of a computer is decided by
the way the OS manages the shared cluster resources. Most clusters have loosely coupled node
‘computers. All resources of a server node are managed by their own OS. Thus, most clusters have
‘multiple system images as a result of having many autonomous nodes under different OS control,

ACuster

S

S ) (s

E— The Internat

‘SAN, LAN, NAS Networks
(Ethernel, Myrinet, InfniBand, etc)

O devices | | Dk a2y

FIGURE 1.15

‘A cluster of servers interconnected by  high-bandwidth SAN or LAN with shared V0 devices and disk arrays
the cluster acts as a single computer atached o the Intermet
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Hardware, Software, and Middleware Support


Clusters exploring massive parallelism are commonly known as MPPs. Almost all HPC clusters in the Top 500 list are also MPPs. The building blocks are computer nodes (PCs, workstations, servers, or SMP), special communication software such as PVM or MPI, and a network interface card in each computer node. Most clusters run under the Linux OS. The computer nodes are interconnected by a high-bandwidth network (such as Gigabit Ethernet, Myrinet, InfiniBand, etc.). Special cluster middleware supports are needed to create SSI or high availability (HA). Both sequential and parallel applications can run on the cluster, and special parallel environments are needed to facilitate use of the cluster resources. For example, distributed memory has multiple images. Users may want all distributed memory to be shared by all servers by forming distributed shared memory (DSM). Many SSI features are expensive or difficult to achieve at various cluster operational levels. Instead of achieving SSI, many clusters are loosely coupled machines. Using virtualization, one can build many virtual clusters dynamically, upon user demand. We will discuss virtual clusters in Chapter 3 and the use of virtual clusters for cloud computing. Major Cluster Design Issues Unfortunately, a cluster-wide OS for complete resource sharing is not available yet. Middleware or OS extensions were developed at the user space to achieve SSI at selected functional levels. Without this middleware, cluster nodes cannot work together effectively to achieve cooperative computing. The software environments and applications must rely on the middleware to achieve high performance. The cluster benefits come from scalable performance, efficient message passing, high system availability, seamless fault tolerance, and cluster-wide job management.
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30  CHAPTER 1 Distributed System Models and Enabling Technologies

‘Table 1.3 Critcal Cluster Design ssues and Feasible Implementations
Features Functional Characterization Feasible Implementations

Avalabiity and Support  Hardware and software support for  Falover, falback, chieck pointng
Sustained HA in cluster rolback recovery, nonstop O, etc.

Hardware Fault Toerance  Automated fakure management fo  Component redundancy, hot
liminate a single poins of fare  swapping, RAD, mulipls power

supples, etc

‘Single System Image (SS)  Achieving SS at functona level with  Harcware mechaniss o
hardware and software support, middeware support to achive DSV
middieware, o OS exansions at coherent cache level

Effcient Commurications  To reduoe message-passing system  Fast message passing, aciie
‘overhead and fide latencies messages, enhanced WP iorary, fc

Cluster-wide Job. Using a global job management Applcation of single-cb.

Management System with better scheduling and  management systems such as LSF,
‘monitoring Codine, et

Dynarmic Load Balancing  Balancing the workioad of all ‘Workdoad moniorig, process
processing nodes along wih falre  migration, fob replcation and gang
recovery scheduing, efc.

‘Scalabity and ‘Adding more servers {0 a cluster or  Use of scalable interconnect

Programmabiity ‘adding more dusters foagrid as  periormance monitoring, distibuted
the workload or daa set increases  execufion environment, and batter

Software tooks

1.3.2.1 Computational Grids

Like an electric udlity power grid, a computing grid offers an infrastructure that couples computers,
software/middleware, special instruments, and people and sensors together. The grid is often con-
structed across LAN, WAN, or Intemet backbone networks at a regional, national, or global scale.
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ii) Service oriented Architecture


In grids/web services, Java, and CORBA, an entity is, respectively, a service, a Java object, and a CORBA distributed object in a variety of languages. These architectures build on the traditional seven Open Systems Interconnection (OSI) layers that provide the base networking abstractions. On top of this we have a base software environment, which would be .NET or Apache Axis for web services, the Java Virtual Machine for Java, and a broker network for CORBA.

Layered Architecture for Web Services and Grids 

The entity interfaces correspond to the Web Services Description Language (WSDL), Java method, and CORBA interface definition language (IDL) specifications in these example distributed systems. These interfaces are linked with customized, high-level communication systems: SOAP, RMI, and IIOP in the three examples. These communication systems support features including particular message patterns (such as Remote Procedure Call or RPC), fault recovery, and specialized routing. Often, these communication systems are built on message-oriented middleware (enterprise bus) infrastructure such as WebSphere MQ or Java Message Service (JMS) which provide rich functionality and support virtualization of routing, senders, and recipients. In the case of fault tolerance, the features in the Web Services Reliable Messaging (WSRM) framework mimic the OSI layer capability (as in TCP fault tolerance) modified to match the different abstractions (such as messages versus packets, virtualized addressing) at the entity levels. Security is a critical capability that either uses or reimplements the capabilities seen in concepts such as Internet Protocol Security (IPsec) and secure sockets in the OSI layers. Entity communication is supported by higher level services for registries, metadata, and management of the entities.
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1.4.1.1 Layered Architecture for Web Services and Grids

‘The ciity intrfaces comespond (o the Web Services Descripiion Language (WSDL), Java method, and
CORBA inierface definiion language (IDL) specifications in these example distributed systems. These
interfaces are linked with customized, highlevel communicaion systems: SOAP, RML, and IIOP in the
three examples. These communication systems support features including particular message patterns
(such as Remote Procedure Call o REC), fult recovery, and specialized routing. Often, these commu-
nication systems are built on message-oriented middleware (enterprise bus) infrastructure such as Web-
Sphere MQ or Java Message Serice (JMS) which provide ich functionality and support virtualzation
of routing. senders, and recipints.

In the case of fault tolerance, the features in the Web Services Reliable Messaging (WSRM)
framework mimic the OSI layer capabiliy (as in TCP fault tolerance) modified to match the differ-
ent abstractions (such as messages versus packets, virtualized addressing) a the entity levels. Secur-
ity is a critical capabiliy that cither uses of reimplements the capabilites scen in concepts such as
Internet Protocol Securiy (IPsec) and secure sockets in the OSI layers. Entity communication is
supported by higher level services for registries, meadata, and management of the enlites discussed
in Section 5.4,
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Here, one might get several models with, for example, JNDI (Jini and Java Naming and Directory Interface) illustrating different approaches within the Java distributed object model. The CORBA Trading Service, UDDI (Universal Description, Discovery, and Integration), LDAP (Lightweight Directory Access Protocol), and ebXML (Electronic Business using eXtensible Markup Language) are other examples of discovery and information services described in Section 5.4. Management services include service state and lifetime support; examples include the CORBA Life Cycle and Persistent states, the different Enterprise JavaBeans models, Jini’s lifetime model, and a suite of web services specifications

Web Services and Tools 

Loose coupling and support of heterogeneous implementations make services more attractive than distributed objects.

Figure corresponds to two choices of service architecture: web services or REST systems (these are further discussed in Chapter 5). Both web services and REST systems have very distinct approaches to building reliable interoperable systems. In web services, one aims to fully specify all aspects of the service and its environment. This specification is carried with communicated messages using Simple Object Access Protocol (SOAP). The hosting environment then becomes a universal distributed operating system with fully distributed capability carried by SOAP messages. This approach has mixed success as it has been hard to agree on key parts of the protocol and even harder to efficiently implement the protocol by software such as Apache Axis. In the REST approach, one adopts simplicity as the universal principle and delegates most of the difficult problems to application (implementation-specific) software. In a web services language, REST has minimal information in the header, and the message body (that is opaque to generic message processing) carries all the needed information. REST architectures are clearly more appropriate for rapid technology environments. However, the ideas in web services are important and probably will be required in mature systems at a different level in the stack (as part of the application). Note that REST can use XML schemas but not those that are part of SOAP; “XML over HTTP” is a popular design choice in this regard. Above the communication and management layers, we have the ability to compose new entities or distributed programs by integrating several entities together.

The Evolution of SOA 

service-oriented architecture (SOA) has evolved over the years. SOA applies to building grids, clouds, grids of clouds, clouds of grids, clouds of clouds (also known as interclouds), and systems of systems in general. A large number of sensors provide data-collection services, denoted in the figure as SS (sensor service). A sensor can be a ZigBee device, a Bluetooth device, a WiFi access point, a personal computer, a GPA, or a wireless phone, among other things. Raw data is collected by sensor services. All the SS devices interact with large or small computers, many forms of grids, databases, the compute cloud, the storage cloud, the filter cloud, the discovery cloud, and so on. Filter services ( fs in the figure) are used to eliminate unwanted raw data, in order to respond to specific requests from the web, the grid, or web services. A collection of filter services forms a filter cloud.
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Grids versus Clouds 

The boundary between grids and clouds are getting blurred in recent years. For web services, workflow technologies are used to coordinate or orchestrate services with certain specifications used to define critical business process models such as two-phase transactions. Section 5.2 discusses the general approach used in workflow, the BPEL Web Service standard, and several important workflow approaches including Pegasus, Taverna, Kepler, Trident, and Swift. In all approaches, one is building a collection of services which together tackle all or part of a distributed computing problem. In general, a grid system applies static resources, while a cloud emphasizes elastic resources. For some researchers, the differences between grids and clouds are limited only in dynamic resource allocation based on virtualization and autonomic computing. One can build a grid out of multiple clouds. This type of grid can do a better job than a pure cloud, because it can explicitly support negotiated resource allocation. Thus one may end up building with a system of systems: such as a cloud of clouds, a grid of clouds, or a cloud of grids, or inter-clouds as a basic SOA architecture

3. Explain in detail about Scalable computing over the Internet.
SCALABLE COMPUTING OVER THE INTERNET

 Over the past 60 years, computing technology has undergone a series of platform and environment changes. Instead of using a centralized computer to solve computational problems, a parallel and distributed computing system uses multiple computers to solve large-scale problems over the Internet. Thus, distributed computing becomes data-intensive and network-centric.
a) The Age of Internet Computing

Billions of people use the Internet every day. As a result, supercomputer sites and large data centers must provide high-performance computing services to huge numbers of Internet users concurrently. Because of this high demand, the Linpack Benchmark for high-performance computing (HPC) applications is no longer optimal for measuring system performance. The emergence of computing clouds instead demands high-throughput computing (HTC) systems built with parallel and distributed computing technologies.

The Platform Evolution 

Computer technology has gone through five generations of development, with each generation lasting from 10 to 20 years. Successive generations are overlapped in about 10 years. For instance, from 1950 to 1970, a handful of mainframes, including the IBM 360 and CDC 6400, were built to satisfy the demands of large businesses and government organizations. From 1960 to 1980, lower-cost minicomputers such as the DEC PDP 11 and VAX Series became popular among small businesses and on college campuses. From 1970 to 1990, we saw widespread use of personal computers built with VLSI microprocessors. From 1980 to 2000, massive numbers of portable computers and pervasive devices appeared in both wired and wireless applications. Since 1990, the use of both HPC and HTC systems hidden in clusters, grids, or Internet clouds has proliferated. These systems are employed by both consumers and high-end web-scale computing and information services. The general computing trend is to leverage shared web resources and massive amounts of data over the Internet. Figure 1.1 illustrates the evolution of HPC and HTC systems. On the HPC side, supercomputers (massively parallel processors or MPPs) are gradually replaced by clusters of cooperative computers out of a desire to share computing resources. The cluster is often a collection of homogeneous compute nodes that are physically connected in close range to one another. We will discuss clusters, MPPs, and grid systems in more detail in Chapters 2 and 7. On the HTC side, peer-to-peer (P2P) networks are formed for distributed file sharing and content delivery applications. A P2P system is built over many client machines (a concept we will discuss further in Chapter 5). Peer machines are globally distributed in nature. P2P, cloud computing, and web service platforms are more focused on HTC applications than on HPC applications. Clustering and P2P technologies lead to the development of computational grids or data grids.
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‘and high-end web-scale computing and information services.
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High-Performance Computing 

For many years, HPC systems emphasize the raw speed performance. The speed of HPC systems has increased from Gflops in the early 1990s to now Pflops in 2010. This improvement was driven mainly by the demands from scientific, engineering, and manufacturing communities. For example the Top 500 most powerful computer systems in the world are measured by floating-point speed in Linpack benchmark results. However, the number of supercomputer users is limited to less than 10% of all computer users. Today, the majority of computer users are using desktop computers or large servers when they conduct Internet searches and market-driven computing tasks. 
High-Throughput Computing 
The development of market-oriented high-end computing systems is undergoing a strategic change from an HPC paradigm to an HTC paradigm. This HTC paradigm pays more attention to high-flux computing. The main application for high-flux computing is in Internet searches and web services by millions or more users simultaneously. The performance goal thus shifts to measure high throughput or the number of tasks completed per unit of time. HTC technology needs to not only improve in terms of batch processing speed, but also address the acute problems of cost, energy savings, security, and reliability at many data and enterprise computing centers.
Three New Computing Paradigms

Advances in virtualization make it possible to see the growth of Internet clouds as a new computing paradigm. The maturity of radio-frequency identification (RFID), Global Positioning System (GPS), and sensor technologies has triggered the development of the Internet of Things (IoT).

Computing Paradigm Distinctions 

The high-technology community has argued for many years about the precise definitions of centralized computing, parallel computing, distributed computing, and cloud computing. In general, distributed computing is the opposite of centralized computing. 
Centralized computing

 This is a computing paradigm by which all computer resources are centralized in one physical system. All resources (processors, memory, and storage) are fully shared and tightly coupled within one integrated OS. Many data centers and supercomputers are centralized systems, but they are used in parallel, distributed, and cloud computing applications.
Parallel computing

 In parallel computing, all processors are either tightly coupled with centralized shared memory or loosely coupled with distributed memory. Some authors refer to this discipline as parallel processing. Interprocessor communication is accomplished through shared memory or via message passing. A computer system capable of parallel computing is commonly known as a parallel computer. Programs running in a parallel computer are called parallel programs. The process of writing parallel programs is often referred to as parallel programming. 

Distributed computing 

This is a field of computer science/engineering that studies distributed systems. A distributed system consists of multiple autonomous computers, each having its own private memory, communicating through a computer network. Information exchange in a distributed system is accomplished through message passing. A computer program that runs in a distributed system is known as a distributed program. The process of writing distributed programs is referred to as distributed programming. 

Cloud computing 

An Internet cloud of resources can be either a centralized or a distributed computing system. The cloud applies parallel or distributed computing, or both. Clouds can be built with physical or virtualized resources over large data centers that are centralized or distributed. Some authors consider cloud computing to be a form of utility computing or service computing.

The term concurrent computing or concurrent programming refer to the union of parallel computing and distributing computing, although biased practitioners may interpret them differently. 

Ubiquitous computing refers to computing with pervasive devices at any place and time using wired or wireless communication. 

The Internet of Things (IoT) is a networked connection of everyday objects including computers, sensors, humans, etc. The IoT is supported by Internet clouds to achieve ubiquitous computing with any object at any place and time. 

Finally, the term Internet computing is even broader and covers all computing paradigms over the Internet

Distributed System Families 

Since the mid-1990s, technologies for building P2P networks and networks of clusters have been consolidated into many national projects designed to establish wide area computing infrastructures, known as computational grids or data grids. Recently, we have witnessed a surge in interest in exploring Internet cloud resources for data-intensive applications. Internet clouds are the result of moving desktop computing to service-oriented computing using server clusters and huge databases at data centers.

In the future, both HPC and HTC systems will demand multicore or many-core processors that can handle large numbers of computing threads per core. Both HPC and HTC systems emphasize parallelism and distributed computing. Future HPC and HTC systems must be able to satisfy this huge demand in computing power in terms of throughput, efficiency, scalability, and reliability. The system efficiency is decided by speed, programming, and energy factors (i.e., throughput per watt of energy consumed). Meeting these goals requires to yield the following design objectives: 

• Efficiency measures the utilization rate of resources in an execution model by exploiting massive parallelism in HPC. For HTC, efficiency is more closely related to job throughput, data access, storage, and power efficiency. 

• Dependability measures the reliability and self-management from the chip to the system and application levels. The purpose is to provide high-throughput service with Quality of Service (QoS) assurance, even under failure conditions. 

• Adaptation in the programming model measures the ability to support billions of job requests over massive data sets and virtualized cloud resources under various workload and service models. 

• Flexibility in application deployment measures the ability of distributed systems to run well in both HPC (science and engineering) and HTC (business) applications.

b) Scalable Computing Trends and New Paradigms
Degrees of Parallelism

 Fifty years ago, when hardware was bulky and expensive, most computers were designed in a bit-serial fashion. In this scenario, bit-level parallelism (BLP) converts bit-serial processing to word-level processing gradually. Over the years, users graduated from 4-bit microprocessors to 8-, 16-, 32-, and 64-bit CPUs. This led us to the next wave of improvement, known as instruction-level parallelism (ILP), in which the processor executes multiple instructions simultaneously rather than only one instruction at a time. For the past 30 years, we have practiced ILP through pipelining, superscalar computing, VLIW (very long instruction word) architectures, and multithreading. ILP requires branch prediction, dynamic scheduling, speculation, and compiler support to work efficiently. Data-level parallelism (DLP) was made popular through SIMD (single instruction, multiple data) and vector machines using vector or array types of instructions. DLP requires even more hardware support and compiler assistance to work properly. Ever since the introduction of multicore processors and chip multiprocessors (CMPs), we have been exploring task-level parallelism (TLP). A modern processor explores all of the aforementioned parallelism types. In fact, BLP, ILP, and DLP are well supported by advances in hardware and compilers. However, TLP is far from being very successful due to difficulty in programming and compilation of code for efficient execution on multicore CMPs. As we move from parallel processing to distributed processing, we will see an increase in computing granularity to job-level parallelism (JLP). It is fair to say that coarse-grain parallelism is built on top of fine-grain parallelism.
Innovative Applications

Both HPC and HTC systems desire transparency in many application aspects. For example, data access, resource allocation, process location, concurrency in execution, job replication, and failure recovery should be made transparent to both users and system management. These applications spread across many important domains in science, engineering, business, education, health care, traffic control, Internet and web services, military, and government applications. Almost all applications demand computing economics, web-scale data collection, system reliability, and scalable performance. For example, distributed transaction processing is often practiced in the banking and finance industry. Transactions represent 90 percent of the existing market for reliable banking systems. Users must deal with multiple database servers in distributed transactions. Maintaining the consistency of replicated transaction records is crucial in real-time banking services.
The Trend toward Utility Computing
Figure identifies major computing paradigms to facilitate the study of distributed systems and their applications. These paradigms share some common characteristics. First, they are all ubiquitous in daily life. Reliability and scalability are two major design objectives in these computing models. Second, they are aimed at autonomic operations that can be self-organized to support dynamic discovery. Finally, these paradigms are composable with QoS and SLAs (service-level agreements). These paradigms and their attributes realize the computer utility vision. Utility computing focuses on a business model in which customers receive computing resources from a paid service provider. All grid/cloud platforms are regarded as utility service providers. However, cloud computing offers a broader concept than utility computing. Distributed cloud applications run on any available servers in some edge networks. Major technological challenges include all aspects of computer science and engineering. For example, users demand new networkefficient processors, scalable memory and storage schemes, distributed OSes, middleware for machine virtualization, new programming models, effective resource management, and application.
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program development. These hardware and software supports are necessary to build distributed
systems that explore massive parallelism at all processing levels.

1.1.2.4 The Hype Cycle of New Technologi
Any new and emerging computing and information technology may go through a hype cycle, as
illustrated in Figure 1.3. This cycle shows the expectations for the technology at five different
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The Hype Cycle of New Technologies

The hype cycle in Figure shows the technology status as of August 2010. For example, at that time consumer-generated media was at the disillusionment stage, and it was predicted to take less than two years to reach its plateau of adoption. Internet micropayment systems were forecast to take two to five years to move from the enlightenment stage to maturity. It was believed that 3D printing would take five to 10 years to move from the rising expectation stage to mainstream adoption, and mesh network sensors were expected to take more than 10 years to move from the inflated expectation stage to a plateau of mainstream adoption

c) The Internet of Things and Cyber-Physical Systems

The Internet of Things


The IoT refers to the networked interconnection of everyday objects, tools, devices, or computers. One can view the IoT as a wireless network of sensors that interconnect all things in our daily life. These things can be large or small and they vary with respect to time and place. The idea is to tag every object using RFID or a related sensor or electronic technology such as GPS.

In the IoT era, all objects and devices are instrumented, interconnected, and interacted with each other intelligently. This communication can be made between people and things or among the things themselves. Three communication patterns co-exist: namely H2H (human-to-human), H2T (human-tothing), and T2T (thing-to-thing). Here things include machines such as PCs and mobile phones. The idea here is to connect things (including human and machine objects) at any time and any place intelligently with low cost. Any place connections include at the PC, indoor (away from PC), outdoors, and on the move. Any time connections include daytime, night, outdoors and indoors, and on the move as well.
Cyber-Physical Systems

A cyber-physical system (CPS) is the result of interaction between computational processes and the physical world. A CPS integrates “cyber” (heterogeneous, asynchronous) with “physical” (concurrent and information-dense) objects. A CPS merges the “3C” technologies of computation, communication, and control into an intelligent closed feedback system between the physical world and the information world, a concept which is actively explored in the United States. The IoT emphasizes various networking connections among physical objects, while the CPS emphasizes exploration of virtual reality (VR) applications in the physical world.
4. Explain about Technologies for network based systems.
a) Multicore CPUs and Multithreading Technologies 

Growth of component and network technologies are crucial to the development of HPC and HTC systems. In Figure,processor speed is measured in millions of instructions per second (MIPS) and network bandwidth is measured in megabits per second (Mbps) or gigabits per second (Gbps). The unit GE refers to 1 Gbps Ethernet bandwidth.

Advances in CPU Processors Today, advanced CPUs or microprocessor chips assume a multicore architecture with dual, quad, six, or more processing cores. These processors exploit parallelism at ILP and TLP levels. 
Advances in CPU Processors
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Improvement in processor and network technologies over 33 years.
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Both multi-core CPU and many-core GPU processors can handle multiple instruction threads at
different magnitudes today. Figure 1.5 shows the architecture of 2 typical multicore processor.
Each core is essentially a processor with its own private cache (L1 cache). Multiple cores are
housed in the same chip with an L2 cache that is shared by all cores. In the future, multiple CMPs
could be built on the same CPU chip with even the L3 cache on the chip. Multicore and multi-
threaded CPUs are equipped with many high-end processors, including the Intel i7, Xeon, AMD
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Both multi-core CPU and many-core GPU processors can handle multiple instruction threads at different magnitudes today. Figure shows the architecture of a typical multicore processor. Each core is essentially a processor with its own private cache (L1 cache). Multiple cores are housed in the same chip with an L2 cache that is shared by all cores. In the future, multiple CMPs could be built on the same CPU chip with even the L3 cache on the chip. Multicore and multithreaded CPUs are equipped with many high-end processors, including the Intel i7, Xeon, AMD Opteron, Sun Niagara, IBM Power 6, and X cell processors. Each core could be also multithreaded.

Multicore CPU and Many-Core GPU Architectures

 Multicore CPUs may increase from the tens of cores to hundreds or more in the future. But the CPU has reached its limit in terms of exploiting massive DLP due to the aforementioned memory wall problem. This has triggered the development of many-core GPUs with hundreds or more thin cores. Both IA-32 and IA-64 instruction set architectures are built into commercial CPUs. Now, x-86 processors have been extended to serve HPC and HTC systems in some high-end server processors. Many RISC processors have been replaced with multicore x-86 processors and many-core GPUs in the Top 500 systems. This trend indicates that x-86 upgrades will dominate in data centers and supercomputers. The GPU also has been applied in large clusters to build supercomputers in MPPs. In the future, the processor industry is also keen to develop asymmetric or heterogeneous chip multiprocessors that can house both fat CPU cores and thin GPU cores on the same chip.

Multithreading Technology

Consider in Figure the dispatch of five independent threads of instructions to four pipelined data paths (functional units) in each of the following five processor categories, from left to right: a four-issue superscalar processor, a fine-grain multithreaded processor, a coarse-grain multithreaded processor, a two-core CMP, and a simultaneous multithreaded (SMT) processor. The superscalar processor is single-threaded with four functional units. Each of the three multithreaded processors is four-way multithreaded over four functional data paths. In the dual-core processor, assume two processing cores, each a single-threaded two-way superscalar processor. Instructions from different threads are distinguished by specific shading patterns for instructions from five independent threads. Typical instruction scheduling patterns are shown here. Only instructions from the same thread are executed in a superscalar processor. Fine-grain multithreading switches the execution of instructions from different threads per cycle. Course-grain multithreading executes many instructions from the same thread for quite a few cycles before switching to another thread. The multicore CMP executes instructions from different threads completely. The SMT allows simultaneous scheduling of instructions from different threads in the same cycle. These execution patterns closely mimic an ordinary program. The blank squares correspond to no available instructions for an instruction data path at a particular processor cycle. More blank cells imply lower scheduling efficiency. The maximum ILP or maximum TLP is difficult to achieve at each processor cycle. The point here is to demonstrate your understanding of typical instruction scheduling patterns in these five different micro-architectures in modern processors.
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Five micro-architectures in modem CPU processors, that explot ILP and TLP supported by multicore and
mulithreading technologies.
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b) GPU Computing

A GPU is a graphics coprocessor or accelerator mounted on a computer’s graphics card or video card. A GPU offloads the CPU from tedious graphics tasks in video editing applications. The world’s first GPU, the GeForce 256, was marketed by NVIDIA in 1999. These GPU chips can process a minimum of 10 million polygons per second, and are used in nearly every computer on the market today. Some GPU features were also integrated into certain CPUs. Traditional CPUs are structured with only a few cores. For example, the Xeon X5670 CPU has six cores. However, a modern GPU chip can be built with hundreds of processing cores. Unlike CPUs, GPUs have a throughput architecture that exploits massive parallelism by executing many concurrent threads slowly, instead of executing a single long thread in a conventional microprocessor very quickly. Lately, parallel GPUs or GPU clusters have been garnering a lot of attention against the use of CPUs with limited parallelism.

How GPUs Work ?

Early GPUs functioned as coprocessors attached to the CPU. Today, the NVIDIA GPU has been upgraded to 128 cores on a single chip. Furthermore, each core on a GPU can handle eight threads of instructions. This translates to having up to 1,024 threads executed concurrently on a single GPU. This is true massive parallelism, compared to only a few threads that can be handled by a conventional CPU. The CPU is optimized for latency caches, while the GPU is optimized to deliver much higher throughput with explicit management of on-chip memory.

GPU Programming Model 
Figure shows the interaction between a CPU and GPU in performing parallel execution of floating-point operations concurrently. The CPU is the conventional multicore processor with limited parallelism to exploit. The GPU has a many-core architecture that has hundreds of simple processing cores organized as multiprocessors. Each core can have one or more threads. Essentially, the CPU’s floating-point kernel computation role is largely offloaded to the many-core GPU. The CPU instructs the GPU to perform massive data processing. The bandwidth must be matched between the on-board main memory and the on-chip GPU memory.
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The use of a GPU along with a CPU for massively parallel executon in hundreds or thousands of processing

(Coutesy of 5. Ho, et . PACTOS [23])
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Example 1.1 The NVIDIA Fermi GPU Chip with 512 CUDA Cores

In November 2010, three of the five fastest supercomputers in the world (the Tianhe-1a, Nebulae, and
‘Tsubame) used large numbers of GPU chips to accelerate floating-point computations. Figure 1.8 shows
the architecture of the Fermi GPU, a next-generation GPU from NVIDIA. This is a streaming muliprocessor
(SM) module. Muliple SMs can be built on a single GPU chip. The Fermi chip has 16 SMs implemented
with 3 billion transistors. Each SM comprises up to 512 streaming processors (SPs), known as CUDA
cores. The Tesla GPUs used in the Tianhe-1a have a simila architecture, with 448 CUDA cores.

‘The Fermi GPU is 2 newer generation of GPU, first appearing in 2011. The Tesla or Fermi GPU can be
used in desklop workstations to accelerate floating-point calculations or for buikding large-scale data cen-
ters. The architecture shown is based on a 2009 white paper by NVIDIA [36]. There are 32 CUDA cores
per SM. Only one SM is shown in Figure 1.8. Each CUDA core has a simple pipelined integer ALU and an
FPU that can be used in parallel. Each SM has 16 load/store units allowing source and destination
‘addresses to be calculated for 16 threads per clock. There are four special function units (SFUS) for
executing transcendental instructions.

Al functional units and CUDA cores are interconnected by an NoC (nefwork on chip) to a large
number of SRAM banks (L2 caches). Each SM has a 64 KB L1 cache. The 768 KB unified L2 cache is
shared by all SMs and serves allload, store, and texture operations. Memory controllers are used 1o con-
nect to 6 G of offchip DRAMs. The SM schedules threads in groups of 32 parallel threads called warps.
In total, 256/512 FMA (fused muliply and add) operations can be done in parallel to produce 32/64-bit
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Power Efficiency of the GPU 

power and massive parallelism are the major benefits of GPUs over CPUs for the future. By extrapolating current technology and computer architecture, it was estimated that 60 Gflops/watt per core is needed to run an exaflops system (see Figure 1.10). Power constrains what we can put in a CPU or GPU chip. Dally has estimated that the CPU chip consumes about 2 nJ/instruction, while the GPU chip requires 200 pJ/instruction, which is 1/10 less than that of the CPU. The CPU is optimized for latency in caches and memory, while the GPU is optimized for throughput with explicit management of on-chip memory.

c) Memory, Storage, and Wide-Area Networking 

Memory Technology

Memory chips have experienced a 4x increase in capacity every three years. Memory access time did not improve much in the past. In fact, the memory wall problem is getting worse as the processor gets faster. For hard drives, capacity increased from 260 MB in 1981 to 250 GB in 2004. The Seagate Barracuda XT hard drive reached 3 TB in 2011. This represents an approximately 10x increase in capacity every eight years. Faster processor speed and larger memory capacity result in a wider gap between processors and memory. The memory wall may become even worse a problem limiting the CPU performance in the future. block. So the SSD can last for several years, even under conditions of heavy write usage. Flash and SSD will demonstrate impressive speedups in many applications

Disks and Storage Technology

disks or disk arrays have exceeded 3 TB in capacity. The lower curve in Figure 1.10 shows the disk storage growth in 7 orders of magnitude in 33 years. The rapid growth of flash memory and solid-state drives (SSDs) also impacts the future of HPC and HTC systems. The mortality rate of SSD is not bad at all. A typical SSD can handle 300,000 to 1 million write cycles per block. So the SSD can last for several years, even under conditions of heavy write usage. Flash and SSD will demonstrate impressive speedups in many applications.

System-Area Interconnects 
The nodes in small clusters are mostly interconnected by an Ethernet switch or a local area network (LAN). As Figure shows, a LAN typically is used to connect client hosts to big servers. A storage area network (SAN) connects servers to network storage such as disk arrays. Network attached storage (NAS) connects client hosts directly to the disk arrays. All three types of networks often appear in a large cluster built with commercial network components. If no large distributed storage is shared, a small cluster could be built with a multiport Gigabit Ethernet switch plus copper cables to link the end machines. All three types of networks are commercially available.
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Network storage
(disk amays)

(arge machines)

FIGURE 1.1
Three interconnection networks for connecling servers, client hosts, and siorage devices; the LAN connects
client hosts and servers, the SAN connects servers vith disk arrays, and the NAS connects clien's with large
Storage systems in the network environment

1.2.3.4 Wide-Area Networking
‘The lower curve in Figure 1.10 plots the rapid growth of Ethernet bandwidth from 10 Mbps in
1979 to 1 Gbps in 1999, and 40 ~ 100 GE in 2011. It has been speculated that I Tbps network
links will become available by 2013. According to Berman, Fox, and Hey [6], network links with
1,000, 1,000, 100, 10, and | Gbps bandwidths were reported, respectively, for international,
national, organization, optical desktop, and copper desktop connections in 2006.

An increase factor of two per year on network performance was reported, which is faster than
Moore’s law on CPU soced doubling every 18 months. The imblication is that more comuters will
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d) Virtual Machines and Virtualization Middleware

Virtual Machines and Virtualization Middleware A conventional computer has a single OS image. This offers a rigid architecture that tightly couples application software to a specific hardware platform. Some software running well on one machine may not be executable on anther platform with a different instruction set under a fixed OS management. Virtual machines (VM) offer novel solutions to underutilized resources, application inflexibility, software manageability, and security concerns in existing physical machines. Virtual Machines: The concept of virtual machines is illustrated in Fig. The host machine is equipped with the physical hardware shown at the bottom. For example, a desktop with x-86 architecture running its installed Windows OS as shown in Fig. The VM can be provisioned to any hardware system. The VM is built with virtual resources managed by a guest OS to run a specific application. Between the VMs and the host platform, we need to deploy a middleware layer called a virtual machine monitor (VMM) . Figure  shows a native VM installed with the use a VMM called a hypervisor at the privileged mode. For example, the hardware has a x-86 architecture running the Windows system. The guest OS could be a Linux system and the hypervisor is the XEN system developed at Cambridge University. This hypervisor approach is also called bare-metal VM, because the hypervisor handles the bare hardware (CPU, memory, and I/O) directly.



Another architecture is the host VM shown in Fig.1.7(c). Here the VMM runs with a non-privileged mode. The host OS need not be modified. The VM can be also implemented with a dual mode as shown in Fig.1.7(d). Part of VMM runs at the user level and another portion runs at the supervisor level. In this case, the host OS may have to be modified to some extent. Multiple VMs can be ported to one given hardware system, to support the virtualization process. The VM approach offers hardware-independence of the OS and applications. The user application and its dedicated OS could be bundled together as a virtual appliance, that can be easily ported on various hardware platforms.
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mode. The host OS need not be modified. The VM can be also implemented with a dual mode as shown in
Fig 1.7(d). Part of VMM runs at the user level and another portion runs at the supervisor level. In this case,
the host OS may have to be modified to some extent. Multiple VMs can be ported to one given hardware
system. to support the virtualization process. The VM approach offers hardware-independence of the OS.
and applications. The user application and its dedicated OS could be bundled together as a virtual appliance,
that can be easily ported on various hardware platforms.

Guest Apps
Guest Apps Guest Apps Guest0s
Appls Guest 05 MM vmm
Operating System VMM Host 05 Host |vMM
(s) (Hypervisor) o
Hardware L Hardware Hardware
(@) Physical Machina  (b) Nativo VM (c)Hostod VM (d) Dual-modo VM

Figure 1.7 Three ways of constructing a virtual machine (VM) embedded in a physical
‘machine.The VM could run on an OS different from that of the host computer.

Virtualization Operations: The VMM provides the VM abstraction to the guest OS. With full
virtualization, the VMM exports a VM abstraction identical to the physical machine; so that a standard OS
such as Windows 2000 or Linux can run just as they would on the physical hardware. Low-level VMM
operations are indicated by Mendel Rosenblum [29] and illustrated in Fig 1. 8. First, the VMs can be
multiplexed between hardware machines as shown in Fig 1.8(a). Second, a VM can be suspended and
stored ina stable storage as shown in Fig.1..8 (b). Third, a suspended VM can be resumed or provisioned to
a new hardware platform in Fig.1.8(c). Finally, a VM can be migrated from one hardware platform to
another platform as shown in Fig 1.8 (d)

These VM operations enable a virtual machine to be provisioned to any available hardware platform.
They make it flexible to port distributed application executions. Furthermore the VM approach will
significantly enhance the utilization of server resources. Multiple server functions can be consolidated on .
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Virtualization Operations:

 

The VMM provides the VM abstraction to the guest OS. With full virtualization, the VMM exports a VM abstraction identical to the physical machine; so that a standard OS such as Windows 2000 or Linux can run just as they would on the physical hardware. Low-level VMM operations are indicated by Mendel Rosenblum [29] and illustrated in Fig.1..8. First, the VMs can be multiplexed between hardware machines as shown in Fig.1..8(a). Second, a VM can be suspended and stored in a stable storage as shown in Fig.1..8 (b). Third, a suspended VM can be resumed or provisioned to a new hardware platform in Fig.1.8(c). Finally, a VM can be migrated from one hardware platform to another platform as shown in Fig.1.8 (d). These VM operations enable a virtual machine to be provisioned to any available hardware platform. They make it flexible to port distributed application executions. Furthermore the VM approach will significantly enhance the utilization of server resources. Multiple server functions can be consolidated on the same hardware platform to achieve higher system efficiency. This will eliminate server sprawl via deployment of systems as VMs. These VMs move transparency to the shared hardware. According to a claim by VMWare, the server utilization could be increased from current 5-15% to 60-80%.
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Figure 1.8 Virtual machine multiplexing, suspension, provision, and migration in a distributed
computing environment, (Courtesy of M. Rosenblum, Keynote address, ACM ASPLOS 2006 [29])

Virtual Infrastructures: This is very much needed in distributed computing. Physical resources for
compute, storage, and networking at the bottom are mapped to the needy applications embedded in various

'VMs at the top. Hardware and software are then separated. Virtual Infrastructure is what connects resources

to distributed applications. It is a dynamic mapping of the system resources to specific applications. The

result is decreased costs and increased efficiencies and responsiveness. Virtualization for server

consolidation and containment is a good example. We will study virtual machines and virtualization

support in Chapter 2. Virtualization support for clusters, grids and clouds are studied in Chapters 3, 4, and

6. respectively -
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Virtual Infrastructures:

 

This is very much needed in distributed computing. Physical resources for compute, storage, and networking at the bottom are mapped to the needy applications embedded in various VMs at the top. Hardware and software are then separated. Virtual Infrastructure is what connects resources to distributed applications. It is a dynamic mapping of the system resources to specific applications. The result is decreased costs and increased efficiencies and responsiveness. Virtualization for server consolidation and containment is a good example. 
e) Data Center Virtualization for Cloud Computing

Cloud architecture is built with commodity hardware and network devices. Almost all cloud platforms choose the popular x86 processors. Low-cost terabyte disks and Gigabit Ethernet are used to build data centers. Data center design emphasizes the performance/price ratio over speed performance alone. In other words, storage and energy efficiency are more important than shear speed performance.

Data Center Growth and Cost Breakdown

 A large data center may be built with thousands of servers. Smaller data centers are typically built with hundreds of servers. The cost to build and maintain data center servers has increased over the years. According to a 2009 IDC report (see Figure 1.14), typically only 30 percent of data center costs goes toward purchasing IT equipment (such as servers and disks), 33 percent is attributed to the chiller, 18 percent to the uninterruptible power supply (UPS), 9 percent to computer room air conditioning (CRAC), and the remaining 7 percent to power distribution, lighting, and transformer costs. Thus, about 60 percent of the cost to run a data center is allocated to management and maintenance. The server purchase cost did not increase much with time. The cost of electricity and cooling did increase from 5 percent to 14 percent in 15 years.

Low-Cost Design Philosophy 

High-end switches or routers may be too cost-prohibitive for building data centers. Thus, using high-bandwidth networks may not fit the economics of cloud computing. Given a fixed budget commodity switches and networks are more desirable in data centers. Similarly, using commodity x86 servers is more desired over expensive mainframes. The software layer handles network traffic balancing, fault tolerance, and expandability. Currently, nearly all cloud computing data centers use Ethernet as their fundamental network technology.

5. What are the Grid Computing Infrastructures?



In the past 30 years, users have experienced a natural growth path from Internet to web and grid computing services. Internet services such as the Telnet command enables a local computer to connect to a remote computer. A web service such as HTTP enables remote access of remote web pages. Grid computing is envisioned to allow close interaction among applications running on distant computers simultaneously.

Computational Grids

Like an electric-utility power grid, a computing grid offers an infrastructure that couples computers, software/middleware, special instruments, and people and sensors together. Grid is often constructed across LAN,WAN, or Internet backbone networks at regional, national, or global scales. Enterprises or organizations present grids as integrated computing resources. They can be viewed also as virtual platforms to support virtual organizations. The computers used in a grid are primarily workstations, servers, clusters, and supercomputers. Personal computers, laptops and PDAs can be used as access devices to a grid system.

Figure shows an example computational grid built over multiple resource sites owned by different organizations. The resource sites offer complementary computing resources, including workstations, large servers, a mesh of processors, and Linux clusters to satisfy a chain of computational needs. The grid is built across various IP broadband networks including LANs and WANs already used by enterprises or organizations over the Internet.

Grid Families 

Grid technology demands new distributed computing models, software/middleware support, network protocols, and hardware infrastructures. National grid projects are followed by industrial grid platform development by IBM, Microsoft, Sun, HP, Dell, Cisco, EMC, Platform Computing, and others. New grid service providers (GSPs) and new grid applications have emerged rapidly, similar to the growth of Internet and web services in the past two decades. In Table 1.4, grid systems are classified in essentially two categories: computational or data grids and P2P grids
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1.3.3 Peer-to-Peer Network Families
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6. Explain about Service oriented architecture in cloud computing.
Service-Oriented Architecture (SOA) 

In grids/web services, Java, and CORBA, an entity is, respectively, a service, a Java object, and a CORBA distributed object in a variety of languages. These architectures build on the traditional seven Open Systems Interconnection (OSI) layers that provide the base networking abstractions. On top of this we have a base software environment, which would be .NET or Apache Axis for web services, the Java Virtual Machine for Java, and a broker network for CORBA.
Layered Architecture for Web Services and Grids 
The entity interfaces correspond to the Web Services Description Language (WSDL), Java method, and CORBA interface definition language (IDL) specifications in these example distributed systems. These interfaces are linked with customized, high-level communication systems: SOAP, RMI, and IIOP in the three examples. These communication systems support features including particular message patterns (such as Remote Procedure Call or RPC), fault recovery, and specialized routing. Often, these communication systems are built on message-oriented middleware (enterprise bus) infrastructure such as WebSphere MQ or Java Message Service (JMS) which provide rich functionality and support virtualization of routing, senders, and recipients. In the case of fault tolerance, the features in the Web Services Reliable Messaging (WSRM) framework mimic the OSI layer capability (as in TCP fault tolerance) modified to match the different abstractions (such as messages versus packets, virtualized addressing) at the entity levels. Security is a critical capability that either uses or reimplements the capabilities seen in concepts such as Internet Protocol Security (IPsec) and secure sockets in the OSI layers. Entity communication is supported by higher level services for registries, metadata, and management of the entities.
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1.4.1.1 Layered Architecture for Web Services and Grids

‘The ciity intrfaces comespond (o the Web Services Descripiion Language (WSDL), Java method, and
CORBA inierface definiion language (IDL) specifications in these example distributed systems. These
interfaces are linked with customized, highlevel communicaion systems: SOAP, RML, and IIOP in the
three examples. These communication systems support features including particular message patterns
(such as Remote Procedure Call o REC), fult recovery, and specialized routing. Often, these commu-
nication systems are built on message-oriented middleware (enterprise bus) infrastructure such as Web-
Sphere MQ or Java Message Serice (JMS) which provide ich functionality and support virtualzation
of routing. senders, and recipints.

In the case of fault tolerance, the features in the Web Services Reliable Messaging (WSRM)
framework mimic the OSI layer capabiliy (as in TCP fault tolerance) modified to match the differ-
ent abstractions (such as messages versus packets, virtualized addressing) a the entity levels. Secur-
ity is a critical capabiliy that cither uses of reimplements the capabilites scen in concepts such as
Internet Protocol Securiy (IPsec) and secure sockets in the OSI layers. Entity communication is
supported by higher level services for registries, meadata, and management of the enlites discussed
in Section 5.4,
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Layered achitecture for web services and the grids.
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Here, one might get several models with, for example, JNDI (Jini and Java Naming and Directory Interface) illustrating different approaches within the Java distributed object model. The CORBA Trading Service, UDDI (Universal Description, Discovery, and Integration), LDAP (Lightweight Directory Access Protocol), and ebXML (Electronic Business using eXtensible Markup Language) are other examples of discovery and information services described in Section 5.4. Management services include service state and lifetime support; examples include the CORBA Life Cycle and Persistent states, the different Enterprise JavaBeans models, Jini’s lifetime model, and a suite of web services specifications
Web Services and Tools 

Loose coupling and support of heterogeneous implementations make services more attractive than distributed objects.

Figure corresponds to two choices of service architecture: web services or REST systems (these are further discussed in Chapter 5). Both web services and REST systems have very distinct approaches to building reliable interoperable systems. In web services, one aims to fully specify all aspects of the service and its environment. This specification is carried with communicated messages using Simple Object Access Protocol (SOAP). The hosting environment then becomes a universal distributed operating system with fully distributed capability carried by SOAP messages. This approach has mixed success as it has been hard to agree on key parts of the protocol and even harder to efficiently implement the protocol by software such as Apache Axis. In the REST approach, one adopts simplicity as the universal principle and delegates most of the difficult problems to application (implementation-specific) software. In a web services language, REST has minimal information in the header, and the message body (that is opaque to generic message processing) carries all the needed information. REST architectures are clearly more appropriate for rapid technology environments. However, the ideas in web services are important and probably will be required in mature systems at a different level in the stack (as part of the application). Note that REST can use XML schemas but not those that are part of SOAP; “XML over HTTP” is a popular design choice in this regard. Above the communication and management layers, we have the ability to compose new entities or distributed programs by integrating several entities together.

The Evolution of SOA 

service-oriented architecture (SOA) has evolved over the years. SOA applies to building grids, clouds, grids of clouds, clouds of grids, clouds of clouds (also known as interclouds), and systems of systems in general. A large number of sensors provide data-collection services, denoted in the figure as SS (sensor service). A sensor can be a ZigBee device, a Bluetooth device, a WiFi access point, a personal computer, a GPA, or a wireless phone, among other things. Raw data is collected by sensor services. All the SS devices interact with large or small computers, many forms of grids, databases, the compute cloud, the storage cloud, the filter cloud, the discovery cloud, and so on. Filter services ( fs in the figure) are used to eliminate unwanted raw data, in order to respond to specific requests from the web, the grid, or web services. A collection of filter services forms a filter cloud.
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storage, filter, and discovery in Chapters 4, 5, and 6, and various gri
in Chapters 7, 8, and 9. SOA aims to search for, or sort out, the useful data from the massive
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Grids versus Clouds 

The boundary between grids and clouds are getting blurred in recent years. For web services, workflow technologies are used to coordinate or orchestrate services with certain specifications used to define critical business process models such as two-phase transactions. Section 5.2 discusses the general approach used in workflow, the BPEL Web Service standard, and several important workflow approaches including Pegasus, Taverna, Kepler, Trident, and Swift. In all approaches, one is building a collection of services which together tackle all or part of a distributed computing problem. In general, a grid system applies static resources, while a cloud emphasizes elastic resources. For some researchers, the differences between grids and clouds are limited only in dynamic resource allocation based on virtualization and autonomic computing. One can build a grid out of multiple clouds. This type of grid can do a better job than a pure cloud, because it can explicitly support negotiated resource allocation. Thus one may end up building with a system of systems: such as a cloud of clouds, a grid of clouds, or a cloud of grids, or inter-clouds as a basic SOA architecture

7. Explain about Grid Architecture and its elements.

Grid Computing Systems 

A grid is an environment that allows service oriented, flexible and seamless sharing of heterogeneous network of resources for compute intensive and data intensive tasks and provides faster throughput and scalability at lower costs. The distinct benefits of using grids include performance with scalability, resource utilization, management and reliability and virtualization. Grid computing environment provides more computational capabilities and helps to increase the efficiency and scalability of the infrastructure. Many enterprises require flexible and scalable infrastructure . Therefore most of the applications running on the grid infrastructure are compute-intensive or batch type applications. Another grid requirement is the need to use the resources more efficiently. The ability to share resources across geography makes the grid really attractive. A grid can harness the idle processing power available in computing systems located in different time zones.

Grid computing provides a single interface for managing the heterogeneous resources. Another benefit of grid computing is that it can create a more robust and resilient infrastructure through the use of decentralization, fail-over and fault tolerance to make the infrastructure better suited to respond to minor or major disasters. The grid provides virtualization of heterogeneous resources resulting in better management of the resources. Ian Foster is considered as one of the earlier proponents of grid technology. Foster defines a grid as: “ A Computational grid is a hardware and software infrastructure that provides dependable, consistent, pervasive and inexpensive access to high end computational capabilities”. Later, Foster redefined the grid as “a computing environment concerned with the coordinated resource sharing and problem solving in dynamic, multi-institutional virtual organizations”.

Many of the organizations who plan to set up grid-enabled applications perceive the grid concept differently. Accordingly, Oracle describes its grid vision as an adaptive software infrastructure which is able to balance resources efficiently through the usage of low cost servers and storage. Sun Microsystems classifies the grid on three levels namely cluster grids, enterprise grids and global grids.

The Internet and the grid, though both are distributed systems, have their own differences as well. The Internet is a network of communication whereas grid computing is seen as a network of computation which provides tools and protocols for sharing of a variety of resources. Grid computing is also known by a number of other names such as, “grid”, “computational grid”, “computing-on demand” and “on-demand-computing”. The term grid technology describes the entire collection of grid computing elements, middleware, networks and protocols. In a grid environment, the ensemble of resources is able to work together cohesively because of defined protocols that control connectivity, coordination, resource allocation, resource management and security. Generally the protocols are implemented in the middleware. The systems “glued” together by a computational grid may be in the same room, or may be distributed across the globe; they may be running on homogenous or heterogeneous hardware platforms; they may be running on similar or dissimilar operating systems; and they may be owned by one or more organizations. The goal of grid computing is to provide users with a single view and/or single mechanism that can be utilized to support any number of computing tasks. 

A grid is a system that:

• coordinates resources that are not subject to centralized control (A grid integrates and coordinates resources and users that live within different control domains, for example, the user’s desktop vs. central computing; different administrative units of the same company; or different companies; and addresses the issues of security, policy, payment, membership, and so forth that arise in these settings).

• using standard, open, general-purpose protocols and interfaces (A grid is built from multi-purpose protocols and interfaces that address such fundamental issues as authentication, authorization, resource discovery, and resource access. These protocols and interfaces need to be standard and open so that the system is able to execute generic applications).

• to deliver nontrivial qualities of service (A grid allows its constituent resources to be used in a coordinated fashion to deliver various qualities of service, relating - for example - to response time, throughput, availability, and security, and/or co-allocation of multiple resource types to meet complex user demands, so that the utility of the combined system is significantly greater than that of the sum of its parts).

Elements of Grid Computing

Grid computing combines elements such as distributed computing, high-performance computing and disposable computing depending on the application of the technology and the scale of operation. Grids can create a virtual supercomputer out of the existing servers, workstations and personal computers.

Present-day grids encompass the following types

• Computational grids, in which machines will set aside resources to “number crunch” data or provide coverage for other intensive workloads

• Scavenging grids, commonly used to find and harvest machine cycles from idle servers and desktop computers for use in resource-intensive tasks (scavenging is usually implemented in a way that is unobtrusive to the owner/user of the processor)

• Data grids , which provide a unified interface for all data repositories in an organization, and through which data can be queried, managed and secured.

• Market-oriented grids which deal with price setting and negotiation, grid economy management and utility driven scheduling and resource allocation.

The key components of grid computing include the following.

• Resource management: a grid must be aware of what resources are available for different tasks

• Security management: the grid needs to take care that only authorized users can access and use the available resources

• Data management: data must be transported, cleansed, parceled and processed

• Services management: users and applications must be able to query the grid in an effective and efficient manner.
More specifically, grid computing environment can be viewed as a computing setup constituted by a number of logical hierarchical layers. Figure represents these layers. They include grid fabric resources, grid security infrastructure, core grid middleware, user level middleware and resource aggregators, grid programming environment and tools and grid applications.

The major constituents of a grid computing system can be identified into various categories from different perspectives as follows:

• functional view

• physical view

• service view

Basic constituents of a grid from a functional view are decided depending on the grid design and its expected use. Some of the functional constituents of a grid are

1. Security (in the form of grid security infrastructure)

2. Resource Broker

3. Scheduler

4. Data Management

5. Job and resource management

6. Resources
A resource is an entity that is to be shared; this includes computers, storage, data and software. A resource need not be a physical entity. Normally, a grid portal acts as a user interaction mechanism which is application specific and can take many forms. A user-security functional block usually exists in the grid environment and is a key requirement for grid computing. In a grid environment, there is a need for mechanisms to provide authentication, authorization, data confidentiality, data integrity and availability, particulary from a user’s point of view. In the

case of inter-domain grids, there is also a requirement to support security across organizational boundaries. This makes a centrally managed security system impractical. The grid security infrastructure (GSI) provides a “single sign-on”, runanywhere authentication service with support for local control over access rights and mapping from global to local identities.

[image: image19.emf]
GRID ARCHITECTURE 

The architecture of a grid system is often described in terms of “layers”, each providing a specific function as shown in the following figure. Higher layers are usercentric, whereas the lower layers are hardware-centric. The Figure depict a generic grid architecture showing the functionality of each layer.
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Network layer: is the bottom layer which assures the connectivity for the resources in the grid.

• Resource layer: is made up of actual resources that are part of the grid, such as computers, storage systems, electronic data catalogues, and even sensors such as telescopes or other instruments, which can be connected directly to the network.

• Middleware layer: provides the tools that enable various elements (servers, storage, networks, etc.) to participate in a unified grid environment. 
• Application layer: which includes different user applications (science, engineering, business, financial), portal and development toolkits-supporting applications.

Main characteristics of Grids:
The main characteristics of a grid computing environment can be listed as follows:

• Large scale: A grid must be able to deal with a number of resources ranging from just a few to millions.

• Geographical distribution: Grid resources may be spread geographically.

• Heterogeneity: A grid hosts both software and hardware resources that can be ranging from data, files, software components or programs to sensors, scientific instruments, display devices, personal digital organizers, computers, super-computers and networks.

• Resource sharing and coordination: Resources in a grid belong to different organizations that allow other organizations (i.e. users) to access them. The resources must be coordinated in order to provide aggregated computing capabilities.

• Multiple administrations: Each organization may establish different security and administrative policies under which resources can be accessed and used.

• Accessability attributes: Transparency, dependability, consistency, and pervasiveness are attributes typical to grid resource access. A grid should be seen as a single virtual computing environment and must assure the delivery of services under established Quality of Service requirements. A grid must be built with standard services, protocols and interfaces thus hiding the heterogeneity of the resources while allowing its scalability. A grid must grant access to available resources by adapting to dynamic environments where resource failure is common.

8. Explain about Grid Architecture and standards.
Web services related standards Because Grid services are so closely related to Web services, the plethora of standards associated with Web services also apply to Grid services. We do not describe all of these standards in this document, but rather recommend that the reader become familiar with standards commonly associate with Web services,such as: _ XML _ WSDL _ SOAP _ UDDI 

Grid computing is the collection of computer resources from multiple locations to reach a common goal. The grid can be thought of as a distributed system with non-interactive workloads that involve a large number of files. Grid computing is distinguished from conventional high performance computing systems such as cluster computing in that grid computers have each node set to perform a different task/application. Grid computers also tend to be more heterogeneous and geographically dispersed (thus not physically coupled) than cluster computers.Although a single grid can be dedicated to a particular application, commonly a grid is used for a variety of purposes. Grids are often constructed with general-purpose grid middleware software libraries. Grid sizes can be quite large.

Grids are a form of distributed computing whereby a “super virtual computer” is composed of many networked loosely coupled computers acting together to perform large tasks. For certain applications, “distributed” or “grid” computing, can be seen as a special type of parallel computing that relies on complete computers (with onboard CPUs, storage, power supplies, network interfaces, etc.) connected to a computer network (private or public) by a conventional network interface, such as Ethernet. This is in contrast to the traditional notion of a supercomputer, which has many processors connected by a local high-speed computer bus.
Comparison of grids and conventional supercomputers
“Distributed” or “grid” computing in general is a special type of parallel computingthat relies on complete computers (with onboard CPUs, storage, power supplies, network interfaces, etc.) connected to a network(private, public or the Internet) by a conventional network interfaceproducing commodity hardware, compared to the lower efficiency of designing and constructing a small number of custom supercomputers. The primary performance disadvantage is that the various processors and local storage areas do not have high-speed connections. This arrangement is thus well-suited to applications in which multiple parallel computations can take place independently, without the need to communicate intermediate results between processors.The high-end scalability of geographically dispersed grids is generally favorable, due to the low need for connectivity between nodes relative to the capacity of the public Internet.

There are also some differences in programming and deployment. It can be costly and difficult to write programs that can run in the environment of a supercomputer, which may have a custom operating system, or require the program to address concurrency issues. If a problem can be adequately parallelized, a “thin” layer of “grid” infrastructure can allow conventional, standalone programs, given a different part of the same problem, to run on multiple machines. This makes it possible to write and debug on a single conventional machine, and eliminates complications due to multiple instances of the same program running in the same shared memory and storage space at the same time.
Elements of Grid
This extension integrates the grid layout concept also to regular content elements - the grid elements. It offers a lot of new features like advanced drag & drop or real references, that improve the usability of the page and list module to speed up the daily work with the backend. 

Grid View

Since version 4.5 the TYPO3 core offers the so called grid view, a feature developed during the user experience week, that gives backend users some nice options to get a more user friendly backend layout. You can create your own table based backend layout records, fill in as many columns as you like with either a wizard or a TSconfig like code and arrange these columns to match your desired layout, so backend users will easily recognize where to put their content. Each record can get an icon that will be used as with the layout selector box. 
Grid Elements are pushing these features to the next level, namely content elements.  
You will get pretty much the same backend layout records, again created with a wizard or by hand. By assigning such a layout to a Grid Element, you can enable a table based structure for this element, which is becoming a container this way. This container is offering different cells for your content elements , which can of course be Grid Elements as well. Setting up nested structures is a breeze this way. Each record can get a second icon that will be used for the detailed description within the new content element wizard. 

Another usability improvement of Grid Elements is the new drag and drop behavior added to the page module. You can drag elements between different columns within the page or element grid. Drop an element to move it or make a copy by pressing the CTRL-key while dropping. You can drag in new content elements from a new content element wizard overlay, that can be activated by the add new content element button on top of the page module. You can create references to content elements on the same or another page with icons appearing on top of each column as soon as an element is available from the normal clipboard.

UNIT II

Part – A
1. List the requirements of Resource sharing in a Grid. (NOV/DEC 2016)

· Provisioning
· Resource virtualization

· Optimization of resource usage

· Transport management
· Access

· Management and monitoring

· Processor scavenging

· Scheduling of service tasks

· Load balancing

· Advanced Reservation

· Notification and messaging

· Logging

· Workflow management

· Pricing
2. What are the security concerns associated with the grid? (NOV/DEC 2016)

· Grid introduces a rich set of security requirements.
· Multiple security Infrastructures

· Perimeter security solutions

· Authentication, authorization, and Accounting

· Encryption

· Application and Network-Level Firewalls

· Certification
3. Name some representational use cases from OGSA architecture working group?

       Commercial Data Center (Commercial grid)

       National Fusion Collaboratory (Science grid)

     Online Media and Entertainment (Commercial grid)

4. Who are the actors in CDC?

        Grid Administrator IT

        system integrator IT

        business activity

5.  Mention the scenarios in CDC?

        Multiple in-house systems support within the enterprise.

     Time-constrained commercial campaign.

     Disaster recovery

     Global load balancing

6.  What are the functional requirements of CDC on OGSA?

     Discovery of the available resources. Scheduling of resources for specific tasks.

     Provisioning of resources based on need. Use static and dynamic policies.

7. What are the major goals of OGSA?

     Identify the use cases that can drive the OGSA platform components. Identify and

     define the core OGSA platform components.

8. What are the more specific goals of OGSA?

        Facilitating distributed resource management across heterogeneous

        platforms Providing seamless quantity of service delivery.

Providing common infrastructure building blocks to avoid “Stove pipe solutions

towers”.

Open and published interfaces and messages.

9. What are the main purposes of use case defined by OGSA?

     To identify and define core OGSA platform functionalities.

     To define core platform components based on the functionality requirements. To

     define the high level requirements on those core components and identify their

     interrelationship.

10.  Name some representational use cases from OGSA architecture working group?

       Commercial Data Center (Commercial grid)

       National Fusion Collaboratory (Science grid)

       Online Media and Entertainment (Commercial grid)
11. Who are the actors in CDC?

        Grid Administrator IT

        system integrator IT

        business activity

12.Mention the scenarios in CDC?

      Multiple in-house systems support within the enterprise.

     Time-constrained commercial campaign.

     Disaster recovery

     Global load balancing

13.What are the functional requirements of CDC on OGSA?

· Discovery of the available resources.
· Scheduling of resources for specific tasks. 
· Provisioning of resources based on need.
· Use static and dynamic policies.

14. Who are the actors in NFC?

     They are the customers of the fusion code provided by the fusion service provider.

15. Mention the scenarios in NFC.
        A remote client can run code on a remote site within a time frame.

· A monitoring agent starts and watches the submitted job for service-level agreement (SLA) validation.

· Integrate with external applications and resources for data and/or code execution and flexible delegation of rights.

16.What are the functional requirements of NFC on OGSA?

        Discovery of available resources.
Workflow management for job distribution across resources. Scheduling of

service tasks.

Load balancing to manage workloads. Network transport management.

17.Who are the actors in Online Media and Environment?
· A customer who consumes the entertainment content. A service provider who hosts the entertainment content. A publisher who offers the entertainment content.

· A developer who consumes the entertainment content.

18.Mention the scenarios in Online Media and Environment.
        A consumer, for example a game player, accesses the game portal and authenticates with the game server and starts the game. There are several providers that are working in concert to provide the required service for the consumer. The content provider or media studio provides the content for the customer experience.
19.What are the functional requirements of Online Media and Environment?

· Discovering the resources. Instantiating new service.
· Monitoring resource usage and availability. Servicing lifecycle and change management.
20.What are the layers available in OGSA architectural organizations?

         o Native platform services and transport mechanisms. OGSA hosting

            environment.
 

-OGSA transport and security- OGSA infrastructure (OGSI).
-OGSA basic services (meta-OS and domain services)
21.What are the OGSA basic services?

   •Common Management Model (CMM)

   •Service domain

Distributed data access and replication. Policy, security

Provisioning and resource management.

22. What are the two dimensions of stateful nature of web service?

A service is maintaining its state information.

The interaction pattern between the client and service can be stateful.
Part- B
1. With a neat sketch, discuss the Open Grid Services Architecture (OGSA) framework.                   

                                                              




(NOV/DEC 2016)
· Acronym for Open Grid Service Architecture

· OGSA define how different components in grid interact

· Open Grid Services Architecture (OGSA) is a set of standards defining the way in which information is shared among diverse components of large, heterogeneous grid systems. In this context, a grid system is a scalable wide area network (WAN) that supports resource sharing and distribution.

Architecture of OGSA
Comprised of 4 main layers

1. Physical and Logical Resources Layer

2. Web Service Layer

3. OGSA Architected Grid Services Layer

4. Grid Applications Layer 

OGSA Architecture
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OGSA Architecture - Physical and Logical Resources Layer
· Physical resources are: servers, storage, network

· Logical resources manage physical resources

· Examples of logical resources: database managers, workflow managers

OGSA Architecture - Web Services Layer
· Web service is software available online that could interact with other software using XML

· Consists of Open Grid Services Infrastructure (OGSI) sub-layer which specifies grid services and provide consistent way to interact with grid services

· Also extends Web Service Capabilities

Consists of 5 interfaces:

1. Factory: provide way for creation of new grid services  

2. Life Cycle: Manages grid service life cycles  

3. State Management: Manage grid service states

4. Service Groups: collection of indexed grid services

5. Notification: Manages notification between services & resources

OGSA Architecture - Web Services Layer (OGSI)
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OGSA Architecture – OGSA Architected Services – Layer
Classified into 3 service categories

1. Grid Core Services

2. Grid Program Execution Services

3. Grid Data Services

OGSA Architected Services – Grid Core Services
Composed of 4 main types of services:

1. Service Management: assist in installation, maintenance, & troubleshooting tasks in grid system

2. Service Communication: include functions that allow grid services to communicate

3. Policy Services: Provide framework for creation, administration & management of policies for system operation

4. Security Services: provide authentication & authorization mechanisms to ensure systems interoperate securely

OGSA Architected Services – Grid Program Execution Services
· Supports unique grid systems in high performance computing, collaboration, parallelism

· Support virtualization of resource processing 

OGSA Architected Services – Grid Data Services
· Support data virtualization

· Provide mechanism for access to distributed resources such as databases, files

 OGSA Architecture – OGSA Architected Services – Layer
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OGSA Architecture – Grid Applications Layer
· This layer comprise of applications that use the grid architected services

2.  Explain about Data intensive grid service models with suitable diagrams.       

                                                                                                           (NOV/DEC 2016)
Applications in the grid are normally grouped into two categories 

· Computation-intensive and Data intensive

· Data intensive applications deals with massive amounts of data. The grid system must specially designed to discover, transfer and manipulate the massive data sets.

· Transferring the massive data sets is a time consuming task.

· Data access method is also known as caching, which is often applied to enhance data efficiency in a grid environment. 

· By replicating the same data block and scattering them in multiple regions in a grid, users can access the same data with locality of references.    

· Replication strategies determine when and where to create a replica of the data. 

· The strategies of replications can be classified into dynamic and static
Static method 
· The locations and number of replicas are determined in advance and will not be modified.

· Replication operation require little overhead

· Static strategic cannot adapt to changes in demand, bandwidth and storage variability

· Optimization is required to determine the location and number of data replicas. 

Dynamic strategies
· Dynamic strategies can adjust locations and number of data replicas according to change in conditions 

· Frequent data moving operations can result in much more overhead the static strategies   

· Optimization may be determined based on whether the data replica is being created, deleted or moved.

· The most common replication include preserving locality, minimizing update costs and maximizing profits  . 

Grid data Access models
In general there are four access models for organizing a data grid as listed here

1. Monadic method 

2. Hierarchical model

3. Federation model 

4. Hybrid model

Monadic method
· This is a centralized data repository model. All data is saved in central data repository.

· When users want to access some data they have no submit request directly to the central repository.

· No data is replicated for preserving data locality.

· For a larger grid this model is not efficient in terms of performance and reliability.

· Data replication is permitted in this model only when fault tolerance is demanded.  
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Hierarchical model
· It is suitable for building a large data grid which has only one large data access directory

· Data may be transferred from the source to a second level center. Then some data in the regional center is transferred to the third level centre. 

· After being forwarded several times specific data objects are accessed directly by users. Higher level data center has a wider coverage area. 

· PKI security services are easier to implement in this hierarchical data access model   
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Federation model
· It is suited for designing a data grid with multiple source of data supplies.

· It is also known as a mesh model

· The data is shared the data and items are owned and controlled by their original owners.

· Only authenticated users are authorized to request data from any data source.

· This mesh model cost the most when the number of grid intuitions becomes very large    
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Hybrid model
· This model combines the best features of the hierarchical and mesh models. 

· Traditional data transfer technology such as FTP applies for networks with lower bandwidth.

· High bandwidth are exploited by high speed data transfer tools such as GridFTP developed with Globus library.

· The cost of hybrid model can be traded off between the two extreme models of hierarchical and mesh-connected grids.
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Parallel versus Striped Data Transfers

· Parallel data transfer opens multiple data streams for passing subdivided segments of a file simultaneously. Although the speed of each stream is same as in sequential streaming, the total time to move data in all streams can be significantly reduced compared to FTP transfer.

· Striped data transfer a data objects is partitioned into a number of sections and each section is placed in an individual site in a data grid. When a user requests this piece of data, a data stream is created for each site in a data gird. When user requests this piece of data, data stream is created for each site, and all the sections of data objects ate transected simultaneously.   

3. Explain about the Motivation in OGSA.

· Access to data is a necessity on the Grid
· The ability to integrate different data resources opens up wider possibilities for knowledge Discovery
· At present, even in the non-grid world it is difficult to access and integrate heterogeneous data resources
· Aim to utilise the benefits of the Grid and Web Services frameworks

Motivation

OGSA-DAI is motivated by the need to:

· Provide an extensible framework to easily incorporate data resources on to Grids.

· Allow metadata about data and the data resources in which they are stored to be obtained.

· Provide a framework to facilitate the discovery of data that may be distributed, or replicated, over many different types of data resources, the locations of which may not be known beforehand.

· Allow different types of data models, e.g. XML, relational or files, from distributed data resources to be easily integrated to Grid applications.

· Allow services to be discovered that provide access to data resources holding required data.

· Allow data to be accessed through uniform interfaces.

· Facilitate the integration of data from various sources to obtain the required information.

The rise of the Internet and the emergence of e-business have, however, led to a growing awareness that an enterprise’s IT infrastructure also encompasses external networks, resources, and services. Initially, this new source of complexity was treated as a network-centric phenomenon and attempts were made to construct “intelligent networks” that intersect with traditional enterprise IT data centers only at “edge servers”: for example, an enterprise’s Web point of presence, or the virtual private network server that connects an enterprise network to service provider resources. The assumption was that the impact of e-business and the Internet on an enterprise’s core IT infrastructure could thus be managed and circumscribed. 

IT infrastructure that supports dynamic resource allocation in accordance with service-level agreement policies, efficient sharing and reuse of IT infrastructure at high utilization levels, and distributed security from edge of network to application and data servers and (2) delivers consistent response times and high levels of availability—which in turn drives a need for end-toend performance monitoring and real-time reconfiguration. 

The concept of Grid networking (also known as Grid computing) is to create a scalable, wide-area computing platform. Grid networking recreates the environment within a single computer (processor(s), storage elements, operating system, and I/O) over a distributed area with heterogeneous elements including servers, storage devices, and networks. Intelligent Optical Networks (ION) have been proposed as a transport network solution for meeting the flexibility and high-bandwidth needs of data-oriented communication networks. By dynamically setting up and tearing down all-optical connections (lightpaths) between the optical transport network nodes ION are able to adapt the logical topology seen by upper layer devices (e.g., IP routers) to their connectivity requirements. Generalized Multi Protocol Label Switching (GMPLS) is among the most promising solutions for implementing signaling and control protocols necessary in IONs. Supporting grid networking with an Intelligent Optical Network infrastructure will permit to offer to grid applications the necessary flexibility with the required Quality of Service (e.g., high bandwidth, reliability, limited delay) that is not guaranteed in today’s grid deployments. 

4. Explain about the functionality requirements of OGSA.
Basic Functionality Requirements
Discovery and brokering. 

Mechanisms are required for discovering and/or allocating services, data, and resources with desired properties. For example, clients need to discover network services before they are used, service brokers need to discover hardware and software availability, and service brokers must identify codes and platforms suitable for execution requested by the client.

Metering and accounting. 

Applications and schemas for metering, auditing, and billing for IT infrastructure and management use cases. The metering function records the usage and duration, especially metering the usage of licenses. The auditing function audits usage and application profiles on machines, and the billing function bills the user based on metering. 

Data sharing 
Data sharing and data management are common as well as important grid applications. Mechanisms are required for accessing and managing data archives, for caching data and managing its consistency, and for indexing and discovering data and metadata.

 Deployment 
Data is deployed to the hosting environment that will execute the job (or made available in or via a high-performance infrastructure). Also, applications (executable) are migrated to the computer that will execute them.

 Virtual organizations (VOs)
The need to support collaborative VOs introduces a need for mechanisms to support VO creation and management, including group membership services. For the commercial data center use case, the grid creates a VO in a data center that provides IT resources to the job upon the customer’s job request. Such a VO can be used to achieve the necessary scalability and availability.

 Monitoring. A global, cross-organizational view of resources and assets for project and fiscal planning, troubleshooting, and other purposes. The users want to monitor their applications running on the grid. Also, the resource or service owners need to surface certain states so that the user of those resources or services may manage the usage using the state information.

 Policy. 


An error and event policy guides self-controlling management, including failover and provisioning. It is important to be able to represent policy at multiple stages in hierarchical systems, with the goal of  automating the enforcement of policies that might otherwise be implemented as organizational processes or managed manually. There may be policies at every level of the infrastructure: from low-level policies that govern how the resources are monitored and managed, to high-level policies that govern how business process such as billing are managed. High-level policies are sometimes decomposable into lower-level policies. 

Security Requirements
Multiple security infrastructures
 
Distributed operation implies a need to interoperate with and manage multiple security infrastructures. For example, for a commercial data center application, isolation of customers in the same commercial data center is a crucial requirement; the grid should provide not only access control but also performance isolation. For another example, for an online media and entertainment use case, proper isolation between content offerings must be ensured; this level of isolation has to be ensured by the security of the infrastructure.

 Perimeter security solutions 


Many use cases require applications to be deployed on the other side of firewalls from the intended user clients. Intergrid collaboration often requires crossing institutional firewalls. OGSA needs standard, secure mechanisms that can be deployed to protect institutions while also enabling cross-firewall interaction
Authentication, Authorization, and Accounting. Obtaining application programs and deploying them into a grid system may require authentication/authorization.

In the commercial data center use case, the commercial data center authenticates the customer and authorizes the submitted request when the customer submits a job request. The commercial data center also identifies

his/her policies (including but not limited to SLA, security, scheduling, and brokering policies).

 Encryption. The IT infrastructure and management use case requires encrypting of the communications, at least of the payload 

· Certification.
 A trusted party certifies that a particular service has certain semantic behavior. For example, a company could establish a policy of only using e-commerce services certified by Yahoo.
Resource Management Requirements
Provisioning. Computer processors, applications, licenses, storage, networks, and instruments are all grid resources that require provisioning. OGSA needs a framework that allows resource provisioning to be done in a uniform, consistent manner.

 Resource virtualization. Dynamic provisioning implies a need for resource virtualization mechanisms that allow resources to be transitioned flexibly to different tasks as required; for example, when bringing more Web servers on line as demand exceeds a threshold. 

Optimization of resource usage while meeting cost targets (i.e., dealing with finite resources). Mechanisms to manage conflicting demands from various organizations, groups, projects, and users and implement a fair sharing of resources and access to the grid.

 Transport management. For applications that require some form of real-time scheduling, it can be important to be able to schedule or provision bandwidth dynamically for data transfers or in support of the other data sharing applications. In many (if not all) commercial applications, reliable transport management is essential to obtain the end-to-end QoS required by the application. 

Access. 

Usage models that provide for both batch and interactive access to resources.

Management and monitoring. 

Support for the management and monitoring of resource usage and the detection of SLA or contract violations by all relevant parties. Also, conflict management is necessary; it resolves conflicts between management disciplines that may differ in their optimization objectives 

Scheduling of service tasks. 

Long recognized as an important capability for any information processing system, scheduling becomes extremely important and difficult for distributed grid systems. In general, dynamic scheduling is an essential component [55]. Computer resources must be provisioned on-demand to satisfy the need to complete a f orecast on time.

 Load balancing.

 In many applications, it is necessary to make sure make sure deadlines are met or resources are used uniformly. These are both forms of load balancing that must be made possible by the underlying infrastructure. For example, for the commercial data center use case, monitoring the job performance and adjusting allocated resources to match the load and fairly distributing end users’ requests to all the resources are necessary. For the online media and entertainment use case, the amount of workload is a direct result of how many concurrent online game players are being hosted on a game server. If the game server (server A) is responsible for a 20 square mile area in the game world, and a battle occurred in that area, many players will rush to that area, causing workload on that server to increase. As players enter that area and leave other areas, other servers’ workloads will decrease. Hence, when the workload of server A gets above certain threshold, a load balancing routine needs to be triggered to rebalance the resources (i.e., servers). That is, workloads must be redistributed across servers with idle capacity.

Advanced reservation. 

This functionality may be required in order to execute the application on reserved resources. For example, for the commercial data center use case, the grid decides when to start the request processing based on the customer’s request. It interprets the job specification description language

in which the request is written and it checks to see if the customer has the right to perform the request.

 Logging. It may be desirable to log processes such as obtaining/deploying application programs because, for example, the information might be used for accounting. This functionality is represented as “metering and accounting.” 
 Workflow management. Many applications can be wrapped in scripts or processes that require licenses and other resources from multiple sources. Applications coordinate using the file system based on events.

 Pricing. Mechanisms for determining how to render appropriate bills to users of a grid. 

System Properties Requirements
· Fault tolerance. Support is required for failover, load redistribution, and other techniques used to achieve fault tolerance. Fault tolerance is particularly important for long running queries that can potentially return large amounts of data, for dynamic scientific applications, and for commercial data center applications.

·  Disaster recovery. Disaster recovery is a critical capability for complex distributed
grid infrastructures. For distributed systems, failure must be considered one of the natural behaviors and disaster recovery mechanisms must be considered an essential component of the design. Autonomous system principles must be embraced as one designs grid applications and should be reflected in OGSA.

· Self-healing capabilities of resources, services and systems are required. Significant
· manual effort should not be required to monitor, diagnose, and repair faults. There is a need for the ability to integrate intelligent self-aware hardware such as disks, networking devices, and so on.  Strong monitoring for defects, intrusions, and other problems. Ability to migrate
· attacks away from critical areas.

·  Legacy application management. 
· Legacy applications are those that cannot be changed, but they are too valuable to give up or to complex to rewrite. Grid infrastructure has to be built around them so that they can continue to be used.

·  Administration. Be able to “codify” and “automate” the normal practices used to administer the environment. The goal is that systems should be able to self organize  and self-describe to manage low-level configuration details based on higher-level configurations and management policies specified by administrators

· Agreement-based interaction. Some initiatives require agreement-based interactions
· capable of specifying and enacting agreements between clients and servers (not necessarily human) and then composing those agreements into higher-level end-user structures.

·  Grouping/aggregation of services. The ability to instantiate (compose) services using some set of existing services is a key requirement. There are two main types of composition techniques: selection and aggregation. Selection involves choosing to use a particular service among many services with the same operational interface. Aggregation involves orchestrating a functional flow (workflow) between services. For example, the output of an accounting service is fed into the rating service to produce billing records. One other basic

function required for aggregation services is to transform the syntax and/or semantics of data or interfaces. 

Other Functionality Requirements
· Platforms. 
The platforms themselves are heterogeneous, including a variety of operating systems (Unixes, Linux, Windows, and, presumably, embedded systems), hosting environments (J2EE, .NET, others), and devices (computers, instruments, sensors, storage systems, databases, networks, etc.).

·  Mechanisms. 
Grid software can need to interoperate with a variety of distinct implementation mechanisms for core functions such as security.

·  Administrative environments. 
Geographically distributed environments often feature varied usage, management, and administration policies (including policies applied by legislation) that need to be honored and managed. 

5. Write about the practical view of OGSA.

 It is called an architecture because it is mainly about describing and building a well-defined set of interfaces from which systems can be built, based on open standards such as WSDL.
The objectives of OGSA are:
   Manage resources across distributed heterogeneous platforms.
   Support QoS-oriented Service Level Agreements (SLAs). The topology of grids is often complex; the interactions between/among grid resources are almost invariably dynamic. It is critical that the grid provide robust services such as authorization, access control, and delegation.
         Provide a common base for autonomic management. A grid can contain a plethora of resources, along with an abundance of combinations of resource configurations, conceivable resource-to-resource interactions, and a litany of changing state and failure modes. Intelligent self-regulation and autonomic management of these resources is highly desirable.
         Define open, published interfaces and protocols for the interoperability of diverse resources. OGSA is an open standard managed by a standards body. Exploit industry standard integration technologies and leverage existing solutions where appropriate. The foundation of OGSA is rooted in Web services, for example, SOAP and WSDL, are a major part of this specification.
            OGSA’s companion OGSI document consists of specifications on how work is managed, distributed, and how service providers and grid services are described. .WSDL provides a simple method of describing and advertising the Web services that support the grid’s application. A set of services based on open and stable protocols can hide the complexity of service requests by users or by other elements of a grid. Grid services enablevirtualization; virtualization, in turn, can transform computing into a ubiquitous infrastructure .OGSA relies on the definition of grid services in WSDL, which, as noted, defines, for this context, the operations names, parameters,and their types for grid service access .
            It is an open and standards-based solution. This implies that, in the future, grid services can be built that are compatible with the OGSI standard, even though they may be based on a variety of different languages and platforms. The UDDI registry and WSIL document are used to locate grid services. The transport protocol SOAP is used to connect data and applications for accessing grid services.
            The interfaces of grid services address discovery, dynamic service-instance creation, lifetime management, notification, and manageability; the conventions of Grid services address naming and upgrading issues. The standard interface of a grid service includes multiple bindings and implementations. OGSA also provides a grid security mechanism to ensure that all the communications between services are secure.
A grid service capability could be comprised of computational resources, storage resources, networks, programs, databases, and so on. A grid service implements one or more interfaces, where each interface defines a set of method operations that is invoked by constructing a method call through, method signature adaptation using SOAP.
            There are two fundamental requirements for describing Web services based on the OGSI:
            The ability to describe interface inheritance—a basic concept with most of the distributed object systems. The ability to describe additional information elements with the interface definitions.



6. Write about the detailed view of OGSA.

The OGSA integrates key grid technologies [3, 96] (including the Globus

Toolkit) with Web services mechanisms [148] to create a distributed system framework

based on the OGSI. A grid service instance is a (potentially transient) service

that conforms to a set of conventions, expressed as WSDL interfaces, extensions,

and behaviors, for such purposes as lifetime management, discovery of characteristics,

and notification. Grid services provide for the controlled management of the

distributed and often long-lived state that is commonly required in sophisticated

distributed applications. OGSI also introduces standard factory and registration interfaces

for creating and discovering grid services.

OGSI defines a component model that extends WSDL and XML schema definition

to incorporate the concepts of

_ Stateful Web services

_ Extension of Web services interfaces

_ Asynchronous notification of state change

_ References to instances of services

_ Collections of service instances

_ Service state data that augment the constraint capabilities of XML schema definition

Setting the Context

GGF calls OGSI the “base for OGSA.” Specifically, there is a relationship between OGSI and distributed object systems and also a relationship between OGSI and the existing (and evolving) Web services framework.
a) Relationship to Distributed Object Systems.
A given grid service implementation is an addressable and potentially stateful instance that  implements one or more interfaces described by WSDL portTypes. Grid service factories can be

used to create instances implementing a given set of portType(s). Each grid service instance has a notion of identity with respect to the other instances in the distributed grid. Each instance can be characterized as state coupled with behavior published through type-specific operations. The architecture also supports introspection in that a client application can ask a grid service instance to return information describing itself, such as the collection of portTypes that it implements. Among the object-related issues that are not addressed within OGSI are implementation inheritance, service instance mobility, development approach, and hosting technology.

b) Client-Side Programming Patterns.

Another important issue is how OGSI interfaces are likely to be invoked from client applications. OGSI exploits an important component of the Web services framework: the use of WSDL to describe multiple protocol bindings, encoding styles, messaging styles (RPC versus document oriented), and so on, for a given Web service. The Web Services Invocation Framework (WSIF) and Java API for XML RPC (JAX-RPC) are among the many examples of infrastructure software that provide this capability. 
[image: image29.png]2 =2
Eie Edit View Window Help .
QBRZEEX| ®®[w/ms| @@ [w]] | [ HB| e 2| Tools Sign = Comment
L] OGSI. In this approach, a clear separation exists between the client application and 0
| | Protocol 1
(binding) Invocation
Proxy specific Stub of Web
service
Protocol 2 \
= g
S (binding)
58 specific Stub =
Ooa
2
Protocol 3
(binding)
specific Stub
client Protocol 4
interface (binding)
u specific Stub

Figure 4.14  Possible client-side runtime architecture.

1225M |

£ =) 4/26/2017




Figure depicts a possible (but not required) client-side architecture for OGSI. In this approach, a clear separation exists between the client application and the client-side representation of the Web service (proxy), including components for marshaling the invocation of a Web service over a chosen binding. In particular, the client application is insulated from the details of the Web service invocation by a higher-level abstraction: the client-side interface. Various tools can take the WSDL description of the Web service and generate interface definitions in a wide range of programming-language-specific constructs (e.g., Java interfaces and C#). 

c) Client Use of Grid Service Handles and References.

A grid service handle (GSH) can be thought of as a permanent network pointer to a particular grid service instance. The GSH does not provide sufficient information to allow a client to access the service instance; the client needs to “resolve” a GSH into a grid service reference (GSR). The GSR contains all the necessary information to access the service instance. The GSR is not a “permanent” network pointer to the grid service instance because a GSR may become invalid for various reasons;

for example, the grid service instance may be moved to a different server. OGSI provides a mechanism, the HandleResolver to support client resolution of a grid service handle into a grid service reference. Figure  shows a client application that needs to resolve a GSH into a GSR.
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The client resolves a GSH into a GSR by invoking a HandleResolver grid service instance identified by some out-of-band mechanism. The HandleResolver can use various means to do the resolution; some of these means are depicted in Figure. The HandleResolver may have the GSR stored in a local cache.

d) Relationship to Hosting Environment

OGSI does not dictate a

particular service-provider-side implementation architecture. A variety of approaches are possible, ranging from implementing the grid service instance directly as an operating system process to a sophisticated server-side component model such as J2EE. In the former case, most or even all support for standard grid service behaviors (invocation, lifetime management, registration, etc.) is encapsulated within the user process; for example, via linking with a standard library. In the

latter case, many of these behaviors are supported by the hosting environment.
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The Grid Service
The purpose of the OGSI document is to specify the (standardized) interfaces and behaviors that define a grid service. In brief, a grid service is a WSDL-defined service that conforms to a set of conventions relating to its interface definitions and behaviors. Thus, every grid service is a Web service.

The OGSI document expands upon this brief statement by

_ Introducing a set of WSDL conventions that one uses in the grid service specification; these conventions have been incorporated in WSDL 1.2
_ Defining service data that provide a standard way for representing and querying metadata and state data from a service instance

_ Introducing a series of core properties of grid service, including:

_ Defining grid service description and grid service instance, as organizing principles for their extension and their use

_ Defining how OGSI models time

_ Defining the grid service handle and grid service reference constructs that are used to refer to grid service instances

_ Defining a common approach for conveying fault information from operations.

This approach defines a base XML schema definition and associated semantics for WSDL fault messages to support a common interpretation;

the approach simply defines the base format for fault messages, without modifying the WSDL fault message model.

_ Defining the life cycle of a grid service instance

WSDL Extensions and Conventions

OGSI is based on Web services; in particular, it uses WSDL as the mechanism to describe the public interfaces of grid services. WSDL 1.1 is deficient in two critical areas: lack of interface (portType) extension and the inability to describe additional information elements on a portType (lack of open content). These deficiencies have been addressed by the W3C Web Services Description Working Group [150]. Because WSDL 1.2 is a “work in progress,” OGSI cannot directly incorporate the entire WSDL 1.2 body of work. Instead, OGSI defines an extension to WSDL 1.1, isolated to the wsdl:portType element, which provides the minimal required extensions to WSDL 1.1. These extensions to WSDL 1.1 match equivalent functionality agreed to by the W3C Web Services Description Working Group. Once WSDL 1.2 is published as a recommendation by the W3C, the Global Grid Forum is committed to defining a follow-on version of OGSI that exploits WSDL 1.2, and to defining a translation from this OGSI v1.0 extension to WSDL 1.2.

Service Data

Service data can be exposed for read, update, or subscription purposes. Since WSDL defines operations and messages for portTypes, the declared state of a service must be externally accessed only through service operations defined as part of the service interface. To avoid the need to define serviceData-specific operations for each serviceData element, the grid service portType provides base operations for manipulating serviceData elements by name. 

Consider an example. Interface alpha introduces operations op1, op2, and op3. Also assume that the alpha interface consists of publicly accessible data elements of de1, de2, and de3. One uses WSDL to describe alpha and its operations. The OGSI serviceData construct extends WSDL so that the designer can further define the interface to alpha by declaring the public accessibility of certain parts of its state de1, de2, and de3. This declaration then facilitates the execution of operations on the service data of a stateful service instance implementing the alpha interface.

Motivation and Comparison to JavaBean Properties.
The OGSI specification introduces the serviceData concept to provide a flexible, properties- style approach to accessing state data of a Web service. The serviceData concept is similar to the notion of a public instance variable or field in object-oriented programming languages such as Java, Smalltalk, and C++. ServiceData is similar to JavaBean™ properties. The JavaBean model defines conventions for method signatures (getXXX/setXXX) to access properties, and helper classes (BeanInfo) to document properties. The OGSI model uses the serviceData elements and XML schema types to achieve a similar result.

Extending portType with serviceData. 
ServiceData defines a new portType child element named serviceData, used to define serviceData elements, or SDEs, associated with that portType. These serviceData element definitions are referred

to as serviceData declarations, or SDDs. Initial values for those serviceData elements (marked as “static” serviceData elements) may be specified using the staticServiceDataValues element within portType. The values of any serviceData element, whether declared statically in the portType or assigned during the life of the Web service instance, are called serviceData element values, or SDE values. serviceDataValues. Each service instance is associated with a collection of serviceData elements: those serviceData elements defined within the various portTypes that form the service’s interface, and also, potentially, additional service- Data elements added at runtime. OGSI calls the set of serviceData elements associated with a service instance its “serviceData set.” A serviceData set may also refer to the set of serviceData elements aggregated from all serviceData elements declared in a portType interface hierarchy.
SDE Aggregation within a portType Interface Hierarchy.

WSDL 1.2 has introduced the notion of multiple portType extension, and one can model that construct within the GWSDL namespace. A portType can extend zero or more other portTypes. There is no direct relationship between a wsdl:service and the portTypes supported by the service modeled in the WSDL syntax. Rather, the set of portTypes implemented by the service is derived through the port element children of the service element and binding elements referred to from those port elements. This set of portTypes, and all portTypes they extend, defines the complete interface to the service.

Dynamic serviceData Elements.

The grid service portType illustrates the use of dynamic SDEs. This contains a serviceData element named “serviceDataName” that lists the serviceData elements currently defined. This property of a service instance may return a superset of the serviceData elements declared in the GWSDL defining the service interface, allowing the requestor to use the subscribe operation if this serviceDataSet changes, and the findServiceData operation to determine the current serviceDataSet value.

Core Grid Service Properties

Service Description and Service Instance. One can distinguish in OGSI between the description of a grid service and an instance of a grid service:  A grid service description describes how a client interacts with service instances. This description is independent of any particular instance. Within a

WSDL document, the grid service description is embodied in the most derived portType (i.e., the portType referenced by the wsdl:service element’s port children, via referenced binding elements, describing the service) of the instance, along with its associated portTypes (including serviceData declarations), bindings, messages, and types definitions.

_ A grid service description may be simultaneously used by any number of gridservice instances, each of which 
_ Embodies some state with which the service description describes how to interact

_ Has one or more grid service handles

_ Has one or more grid service references to it

Modeling Time in OGSI. 
The need arises at various points throughout this specification to represent time that is meaningful to multiple parties in the distributed Grid. For example, information may be tagged by a producer with timestamps in order to convey that information’s useful lifetime to consumers. Clients need to negotiate service instance lifetimes with services, and multiple services may need a common understanding of time in order for clients to be able to manage their

simultaneous use and interaction.

XML Element Lifetime Declaration Properties.
 Since serviceData elements may represent instantaneous observations of the dynamic state of a service instance, it is critical that consumers of serviceData be able to understand the valid lifetimes of these observations. The client may use this time-related information to reason about the validity and availability of the serviceData element and its value, though the client is free to ignore the information. One can define three XML attributes that together describe the lifetimes associated

with an XML element and its subelements. These attributes may be used in any XML element that allows for extensibility attributes, including the serviceData element.

The three lifetime declaration properties are:

1. ogsi:goodFrom. Declares the time from which the content of the element is said to be valid. This is typically the time at which the value was created.

2. ogsi:goodUntil. Declares the time until which the content of the element is said to be valid. This property must be greater than or equal to the goodFrom time.

3. ogsi:availableUntil. Declares the time until which this element itself is expected to be available, perhaps with updated values. Prior to this time, a client should be able to obtain an updated copy of this element. After this time, a client may no longer be able to get a copy of this element (while still observing cardinality and mutability constraints on this element). This property must be greater than or equal to the goodFrom time.
7. Write in detail about OGSA Services.
Handle Resolution

OGSI defines a two-level naming scheme for grid service instances based on abstract, long-lived grid service handles (GSHs) that can be mapped by HandleMapper services to concrete, but potentially less long lived, grid service references (GSRs). These constructs are basically network-wide pointers to specific grid service instances hosted in (potentially remote) execution environments. The format of the GSH is a URL, where the schema directive indicates the naming

scheme used to express the handle value. Based on the GSH naming scheme, the application should find an associated naming-scheme-specific HandleMapper service that knows how to resolve that name to the associated GSR. This allows different naming scheme implementations to coexist, and to provide different QoS properties through their implementation. OGSI defines the basic GSH format and portType for the HandleMapper service that resolve a GSH to a GSR.
Virtual Organization Creation and Management

VOs are a concept that supplies a “context” for operation of the grid that can be used to associate users, their requests, and resources. VO contexts permit the grid resource providers to associate appropriate policy and agreements with their resources. VO creation and management functions include mechanisms for associating users/groups with a VO, manipulation of user roles (administration, configuration, use, etc.) within the VO, association of services (encapsulated resources) with the VO, and attachment of agreements and policies to the VO as a whole or to

individual services within the VO. Finally, creation of a VO requires a mechanism by which the “VO context” is referenced and associated with user requests.

Service Groups and Discovery Services

A ServiceGroup is a collection of entries, where each entry is a grid service implementing the ServiceGroupEntry interface. The ServiceGroup interface also extends the GridService interface. There is a ServiceGroupEntry for each service in the group (i.e., for each group member). Each ServiceGroupEntry contains a serviceLocator for the referred-to service and information (content) about that service. The content element is an XML element advertising some information about the

member service. Discovery interfaces address the need to be able to organize and search for Information about various sorts of entities in various ways. In an OGSA environment,
it is normally recommended that entities of whatever type be named by GSHs; GSHs and GSRs together realize a two-level naming scheme, with HandleResolver services mapping from handles to references; however, GSHs are not intended to contain semantic information and indeed may be viewed for most purposes as opaque. Thus, other entities (both humans and applications) need other means for discovering services with particular properties, whether relating to interface, function,

availability, location, policy, or other criteria.
Choreography, Orchestration, and Workflow

Over these interfaces OGSA provides a rich set of behaviors and associated operations

and attributes for business process management (additional work remains to

be done in this area):

_ Definition of a job flow, including associated policies

_ Assignment of resources to a grid flow instance

_ Scheduling of grid flows (and associated grid services)

_ Execution of grid flows (and associated grid services)

_ Common context and metadata for grid flows (and associated services)

_ Management and monitoring for grid flows (and associated grid services)

_ Failure handling for grid flows (and associated grid services); more generally,

managing the potential transiency of grid services

_ Business transaction and coordination services
Transactions

Transaction services are important in many grid applications, particularly in industries such as financial services and in application domains such as supply chain management. However, transaction management in a widely distributed, high-latency, heterogeneous RDBMS environment is more complicated than in a single data center with a single vendor’s software. Traditional distributed transaction algorithms, such as two-phase distributed commit, may be too expensive in a wide-area grid, and other techniques such as optimistic protocols may be more appropriate.
Metering Service

OGSA must address this requirement by defining standard monitoring, metering, rating, accounting, and billing interfaces. These interfaces can use or extend those defined within the Common Management Model (CMM) that provides access to basic resource performance and utilization instrumentation, exposed as serviceData. 
A grid service may consume multiple resources and a resource may be shared by multiple service instances. Ultimately, the sharing of underlying resources is managed by middleware and operating systems. All modern operating systems and many middleware systems have metering subsystems for measuring resource consumption (i.e., monitored data) and for aggregating the results of those measurements.

For example, all commercial Unix systems have provisions for aggregating prime-time and nonprime-time resource consumption by user and command. Finally, in addition to metering resource consumption, metering systems must also accommodate the measurement and aggregation of application-related (e.g., licensed) resources. For example, a grid service might charge consuming services a per-use fee.

Rating Service

A rating interface needs to address two types of behaviors. Once the metered information

is available, it has to be translated into financial terms. That is, for each unit of usage, a price has to be associated with it. This step is accomplished by the rating interfaces, which provide operations that take the metered information and a rating package as input and output the usage in terms of chargeable amounts. For example, a commercial UNIX system indicates that 10 hours of prime-time resource and 10 hours on nonprime-time resource are consumed, and the rating package indicates

that each hour of prime-time resource is priced at 2 dollars and each hour of nonprime- time resource is priced at 1 dollar, a rating service will apply the pricing indicated in the rating package and translate the usage information into financial information in the terms of 20 dollars of prime-time resource charge, and 10 dollars of non-prime time resource charge.

Accounting Service

Once the rated financial information is available, an accounting service can manage subscription users and accounts information, calculate the relevant monthly charges and maintain the invoice information. This service can also generate and present invoices to the user. Account-specific information is also applied at this time. For example, if a user has a special offer of a 20% discount for his usage of the commercial UNIX system described above, this discount will be applied by the accounting service to indicate a final invoiced amount of 24 dollars.

Billing and Payment Service

Billing and payment service refers to the financial service that actually carries out the transfer of money; for example, a credit card authorization service.

Installation, Deployment, and Provisioning

Computer processors, applications, licenses, storage, networks, and instruments are all grid resources that require installation, deployment, and provisioning .OGSA affords a framework that allows resource provisioning to be done in a uniform, consistent manner.

Distributed Logging

Distributed logging can be viewed as a typical messaging application in which message producers generate log artifacts, (atomic expressions of diagnostic information) that may or may not be used at a later time by other independent message consumers. OGSA-based logging can leverage the notification mechanism available in OGSI as the transport for messages. However, it is desirable to move logging-specific functionality to intermediaries, or logging services. Furthermore, the secure

logging of events is required for the audit trails needed to fulfill judiciary and organizational policy requirements, to reconcile security-related inconsistencies, and to provide for forensic evidence both after the fact and in real time. Logging services provide the extensions needed to deal with the following issues:

_ Decoupling. The logical separation of logging artifact creation from logging artifact consumption. The ultimate usage of the data (e.g., logging, tracing, management) is determined by the message consumer; the message producer should not be concerned with this.

_ Transformation and common representation. Logging packages commonly annotate the data that they generate with useful common information such as category, priority, time stamp, and location. An OGSA logging service also the capability of converting data from a range of (legacy) log formats into a common, standard canonical representation.

Filtering and aggregation. The amount of logging data generated can be large, whereas the amount of data actually consumed can be small. Therefore, it can be desirable to have a mechanism for controlling the amount of data generated and for filtering out what is actually kept and where. Through the use of different filters, data coming from a single source can be easily separated

into different repositories, and/or “similar” data coming from different sources can be aggregated into a single repository.

Configurable persistency. Depending on consumer needs, data may have different durability characteristics. For example, in a real-time monitoring application, data may become irrelevant quickly, but be needed as soon as it is generated; data for an auditing program may be needed months or even years after it was generated. Hence, there is a need for a mechanism to create different data repositories, each with its own persistency characteristics.

Consumption patterns. Consumption patterns differ according to the needs of the consumer application. For example, a real-time monitoring application needs to be notified whenever a particular event occurs, whereas a postmortem problem determination program queries historical data, trying to find known patterns. Thus, the logging repository should support both synchronous

query- (pull-) based consumption and asynchronous push-based (event-driven) notification.

Messaging and Queuing

OGSA extends the scope of the base OGSI Notification Interface to allow grid services

to produce a range of event messages.
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Event—Some occurrence within the state of the grid service or its environment that may be of interest to third parties. This could be a state change or it could be environmental, such as a timer event.

Message—An artifact of an event, containing information about an event that some entity wishes to communicate to other entities.

Topic—A “logical” communications channel and matching mechanism to which a requestor may subscribe to receive asynchronous messages and publishers may publish messages.

A message is represented as an XML element with a namespace-qualified QName, and an XML schema-defined complex type.

Events

Events are generally used as asynchronous signaling mechanisms. The most common form is “publish/subscribe,” in which a service “publishes” the events that it  exports (makes available to clients). The service may publish the events as reliable or best effort. Clients may then “subscribe” to the event, and when the event is raised, a call-back or message is sent to the client. Once again, the client can usually  request either reliable or best effort, though the service may not be able to accept

a reliable delivery request. 
An event can be anything that the service decides it will be: a change in a state variable, entry into a particular code segment, an exception such as a security violation or floating point overflow, or the failure of some other expected event to occur.

A second form of event is carried with service method invocations . The basic idea is simple: inside the SOAP message invoking a service method is an Event Interest Set (EIS). The EIS specifies the events in which the caller is interested anda callback associated with each event.

A detailed set of services include:

_ Standard interface(s) for communicating events with specified QoS. These may be based directly on the Messaging interfaces.

_ Standard interface(s) for transforming (mediating) events in a manner that is transparent to the endpoints. This should include aggregation of multiple events into a single event.

_ Standard interface(s) for reconciling events from multiple sources.

_ Standard interface(s) for recording events. These may be based directly on the Message logging interface(s).

_ Standard interface(s) for batching and queuing events.

Policy and Agreements

These services create a general framework for creation, administration, and management of policies and agreements for system operation, security, resource allocation, and so on, as well as an infrastructure for “policy aware” services to use the set  of defined and managed policies to govern their operation. 

Agreements (OGSI-Agreement Specification) provide a mechanism for the representation and negotiation of terms between service providers and their clients (either user requests or other services). These terms include specifications of functional, performance, and quality requirements/objectives that the suppliers and consumers exchange and that they  can then use to influence their interactions.

A detailed set of services include:

_ A management control point for policy life cycle: the Policy Service Manager interface

_ An interface that policy consumers can use to retrieve required policies: the Policy Service Agent interface

_ A way to express that a service is “policy aware”: the Policy Enforcement Point interface

_ A way to effect change on a resource, for example, by using Common Management Models

Base Data Services
-OGSA data interfaces are intended to enable a service-oriented treatment of data
Four base data interfaces (WSDL portTypes) can be used to implement a variety of different data service behaviors:

1. DataDescription defines OGSI service data elements representing key parameters of the data virtualization encapsulated by the data service.

2. DataAccess provides operations to access and/or modify the contents of the data virtualization encapsulated by the data service.

3. DataFactory provides an operation to create a new data service with a data virtualization derived from the data virtualization of the parent (factory) data service.

4. DataManagement provides operations to monitor and manage the data service’s data virtualization, including (depending on the implementation) the data sources (such as database management systems) that underlie the data service.
OGSA data services are intended to allow for the definition, application, and management of diverse abstractions—what can be called data virtualizations—of underlying data sources. A data virtualization is represented by, and encapsulated in, a data service, an OGSI grid service with SDEs that describe key parameters of the virtualization, and with operations that allow clients to inspect those SDEs, access the data using appropriate operations, derive new data virtualizations from old, and/or manage the data virtualization. For example, a file containing geographical data might be made accessible as an image via a data service that implements a “JPEG image” virtualization, with SDEs defining size, resolution, and color characteristics, and operations provided for reading and modifying regions of the image. 
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Other Data Services

A variety of higher-level data interfaces can and must be defined on top of the base data interfaces, to address functions such as:

_ Data access and movement

_ Data replication and caching

_ Data and schema mediation

_ Metadata management and looking

Basic data access interfaces allow clients to directly access and manipulate data. A number of such interfaces are required, corresponding to different data types, for example, files, directories, file systems, RDBMS, XML data bases, object data bases, and streaming media. A “file access” service may export interfaces to read, write, or truncate. GridFTP, an existing data access service, provides mechanisms to get and put files, and supports third-party transfers.

Data Replication. Data replication can be important as a means of meeting performance objectives by allowing local computer resources to have access to local data. Although closely related to caching (indeed, a “replica store” and a “cache” may differ only in their policies), replicas may provide different interfaces. Services that may consume data replication are group services for clustering and failover, utility computing for dynamic resource provisioning, policy services ensuring various qualities of service, metering and monitoring services, and also higher-level workload management and disaster recovery solutions.
Data Caching. 

In order to improve performance of access to remote data items, caching services will be employed. At the minimum, caching services for traditional flat file data will be employed. Caching of other data types, such as views on RDBMS data, streaming data, and application binaries, are also envisioned. Issues that arise include (but are not limited to):

_ Consistency—Is the data in the cache the same as in the source? If not, what is the coherence window? Different applications have very different requirements.

_ Cache invalidation protocols—How and when is cached data invalidated? 
_ Write through or write back? When are writes to the cache committed back to the original data source?

_ Security—How will access control to cached items be handled? Will access control enforcement be delegated to the cache, or will access control be somehow enforced by the original data source?

_ Integrity of cached data—Is the cached data kept in memory or on disk? How is it protected from unauthorized access? Is it encrypted?
Discovery Services

-Discovery interfaces address the need to be able to organize and search for Information about various sorts of entities in various ways. In an OGSA environment,
it is normally recommended that entities of whatever type be named by GSHs;

Job Agreement Service:
- The job agreement service is created by the agreement factory service with a set of job terms,  ncluding command line, resource requirements, execution environment, data staging, job control, scheduler directives, and accounting and notification terms. 
-The job agreement service provides an interface for placing jobs on a resource manager (i.e., representing a machine or a cluster), and for interacting with the job once it has been dispatched to the resource manager.
The interfaces provided by the job agreement service are:

_ Manageability interface

_ Supported job terms: defines a set of service data used to publish the job terms supported by this job service, including the job definition (command line and application name), resource requirements, execution environment, data staging, job control, scheduler directives, and accounting and notification terms.

_ Workload status: total number of jobs, statuses such as number of jobs running or pending and suspended jobs.

_ Job control: control the job after it has been instantiated. This would include the ability to suspend/resume, checkpoint, and kill the job.

Reservation Agreement Service:
- The reservation agreement service allows end users or a job agreement service to reserve resources under the control of a resource manager to guarantee their availability to run a job. 
-The service allows reservations on any type of resource (e.g., hosts, software licenses, or network bandwidth).
-Reservations can be specific (e.g., provide access to host “A” from noon to 5 PM), or more general (e.g., provide access to 16 Linux cpus on Sunday).

Data Access Agreement Service

The data access agreement service is created by the agreement factory service with a set of terms, including (but not restricted to) source and destination file path, bandwidth requirements, and fault-tolerance terms (such as retrial times). The data access agreement service allows end users or a job agreement service to stage application or required data.

Queuing service

The queuing service provides scheduling capability for jobs. Given a set of policies defined at the VO level, a queuing service will map jobs to resource managers based on the defined policies. For example, a queuing service might implement a fair-share policy that makes sure that all users within the VO get reasonable turnaround time on their jobs, rather than being starved out by other users’ jobs ahead of them in the queue.

The manageability interface defines a set of service data for accessing QoS terms supported by the queuing services. QoS terms for the queuing service can include whether the service supports on-line or batch capabilities, average turn-around time for jobs, throughput guarantees, the ability to meet deadlines, and the ability to meet certain economic constraints.

The following terms apply to the queuing service:

_ Enqueue—add a job to a queue

_ Dequeue—remove a job from a queue

Open Grid Services Infrastructure

-The OGSI defines fundamental mechanisms on which OGSA is constructed. 
-These mechanisms address issues relating to the creation, naming, management, and exchange of information among entities called grid services.

key OGSI features:
- Grid Service descriptions and instances
- Service state, metadata, and introspection
- Naming and name resolution
- Fault model
- Life cycle 
- Service groups

Common Management Model:
- A fundamental requirement of grid Management infrastructure is the ability to define the resources and resource management functions of the system in a standard and interoperable way.
- The Common Management Model specification defines the base behavioral model for all resources and resource managers in the grid management infrastructure.

The CMM specification defines

_ The base manageable resource interface, which a resource or resource manager must provide to be manageable

_ Canonical lifecycle states—the transitions between the states, and the operations necessary for the transitions that complement OGSI lifetime service data

_ The ability to represent relationships among manageable resources (instances and types), including a canonical set of relationship types

_ Life cycle metadata (XML attributes) common to all types of managed resources for monitoring and control of service data and operations based on life cycle state

_ Canonical services factored out from across multiple resources or domain specific resource managers, such as an operational port type (start/stop/pause/ resume)
UNIT III
Part-A

1) Give the role of a VM.     (NOV/DEC 2016)

· VM technology allows multiple virtual machines to run on a single physical machine.
Advantages
· Run operating systems where the physical hardware is unavailable,

· Easier to create new machines, backup machines, etc.,

· Software testing using “clean” installs of operating systems and software,

· Emulate more machines than are physically available,

· Timeshare lightly loaded systems on one host,

· Debug problems (suspend and resume the problem machine),

· Easy migration of virtual machines (shutdown needed or not).

· Run legacy systems!

2) Why do we need a Hybrid cloud? (NOV/DEC 2016)

Hybrid cloud is a combination of public and private cloud features. It is used by the company when they require both private and public clouds. It is a composition of two or more clouds (private, community or public) that remain distinct entities but are bound together, offering the benefits of multiple deployment models. Hybrid cloud can also mean the ability to connect collocation, managed and/or dedicated services with cloud resources.
3) Define community cloud.
A community cloud in computing is a collaborative effort in which infrastructure is shared between several organizations from a specific community with common concerns (security, compliance, jurisdiction, etc.), whether managed internally or by a third-party and hosted internally or externally. This is controlled and used by a group of organizations that have shared interest. The costs are spread over fewer users than a public cloud (but more than a private cloud), so only some of the cost savings potential of cloud computing are realized.
4) Difference between public and private cloud.

A public cloud is one based on the standard cloud computing model, in which a service provider makes resources, such as applications and storage, available to the general public over the Internet. Public cloud services may be free or offered on a pay-per-usage model.
Private cloud is a type of cloud computing that delivers similar advantages to public cloud, including scalability and self-service, but through a proprietary architecture. Unlike public clouds, which deliver services to multiple organizations, a private cloud is dedicated to a single organization.
5) What are the categories of cloud computing?
IaaS allows users to rent the infrastructure itself: servers, data center space, and software. The biggest advantage of renting, as opposed to owning, infrastructure is that users can scale up the amount of space needed at any time.

PaaS allows developers to create applications, collaborate on projects, and test application functionality without having to purchase or maintain infrastructure.

Software as a service (SaaS; pronounced /sæs/) is a software licensing and delivery model in which software is licensed on a subscription basis and is centrally hosted. It is sometimes referred to as "on-demand software".

6) Define IaaS.

IaaS allows users to rent the infrastructure itself: servers, data center space, and software. The biggest advantage of renting, as opposed to owning, infrastructure is that users can scale up the amount of space needed at any time.

7) Define PaaS.

PaaS allows developers to create applications, collaborate on projects, and test application functionality without having to purchase or maintain infrastructure.

8) Define SaaS.

Software as a service (SaaS; pronounced /sæs/) is a software licensing and delivery model in which software is licensed on a subscription basis and is centrally hosted. It is sometimes referred to as "on-demand software".
9) Mention the advantages of cloud computing.

· Flexibility.

· Disaster recovery. ... 

· Automatic software updates. ... 

· Capital-expenditure Free. ... 

· Increased collaboration. ... 

· Work from anywhere. ... 

· Document control. ... 

· Security.
· Data backup and storage of data
· Powerful server capabilities
· Increase in productivity
· Cost effective & Time saving
· Information technology sandboxing capabilities

10) Mention the disadvantages of cloud computing.

· Down time

· Security

· Privacy

· Vulnerable to attack

· Limited control and flexibility

11) Explain the different levels of virtualization.

· Hardware Virtualization

· Virtual Machine 

· Storage Virtualization

· Desktop Virtualization

· Network Virtualization

12) What is Virtualization?

Virtualization is the creation of a virtual (rather than actual) version of something, such as an operating system, a server, a storage device or network resources.
13) What are virtual clusters?

Micro, Small and Medium Enterprises are the backbone of an economy. They are the most prolific job creators and pioneers in developing new ideas. That is why the MSME Ministry of Government of India wants to help these businesses in every possible way to facilitate the industry.
14) Explain about management of resources.

Resource management is the efficient and effective deployment and allocation of an organization's resources when and where they are needed. Such resources may include financial resources, inventory, human skills, production resources, or information technology.
15) How virtualization happens in data centre?

A Virtual Datacenter is a pool of cloud infrastructure resources designed specifically for enterprise business needs. Those resources include compute, memory, storage and bandwidth. Bluelock Virtual Datacenters are hosted in the public cloud and are based on VMware vCloud technology, which provides full compatibility with any VMware environment.
      14. Mention platforms which are used for large scale cloud computing?

The platforms that are used for large scale cloud computing are

Apache Hadoop

Map Reduce

Cost effective & Time saving

Information technology sandboxing capabilities

      15.  Explain different models for deployment in cloud computing?

The different deployment models in cloud computing are

Private Cloud

Public Cloud

Hybrid Cloud

Community Cloud

      16. What is the difference in cloud computing and computing for mobiles?
Mobile computing uses the same concept as cloud computing. Cloud computing
becomes active with the data with the help of internet rather than individual device.
It provides users with the data which they have to retrieve on demand. In mobile,
the applications runs on the remote server and gives user the access for storage and
manage.
17.How user can gain from utility computing?
Utility computing allows the user to pay only for what they are using. It is a plug-in
managed by an organization which decides what type of services has to be deployed from
the cloud.
Most organizations prefer hybrid strategy.
18.For a transport in cloud how you can secure your data?

To secure your data while transporting them from one place to another, check that there is no leak with the encryption key implemented with the data you are sending.

 19.  What is the security aspects provided with cloud?

a) Identity management: It authorizes the application services
b) Access control: permission has to be provided to the users so that they can control the access of another user who is entering into the cloud environment.

c)Authentication and Authorization: Allows only the authorized and authenticated user only to access the data and applications

20. List out different layers which define cloud architecture?

The different layers used by cloud architecture are

· CLC or Cloud Controller

· Walrus

· Cluster Controller

· SC or Storage Controller
· NC or Node Controller
       21. What are system integrators in Cloud Computing?

       In Cloud Computing, systems integrator provides the strategy of the complicated process used to design a cloud platform. Integrator allows to create more accurate hybrid and private cloud network, as integrators have all the knowledge about the data center creation.
     22. What is “ EUCALYPTUS” stands for? Explain what is the use of  EUCALYPTUS”  

            in cloud computing?
    “ EUCALYPTUS” stands for Elastic Utility Computing Architecture For Linking Your Programs To Useful Systems”.  “Eucalyptus” is an open source software infrastructure in cloud computing, which is used to implement clusters in cloud computing platform. It is used to build public, hybrid and private clouds. It has the ability to produce your own data centre into a private cloud and allows you to use its functionality to many other organizations.
23.  What is the requirement of virtualization platform in implementing cloud?

The requirement of virtualization platform in implementing cloud is to

Manage the service level policies

Cloud Operating System

Virtualization platforms helps to keep the backend level and user level concepts different from each other
24. Before going for cloud computing platform what are the essential things to be
taken in concern by users?
Compliance
Loss of data
Data storage
Business continuity
Uptime
Data integrity in cloud computing
25. Mention some open source cloud computing platform databases?

      The open source cloud computing platform databases are

MongoDB

CouchDB

LucidDB
26. What are the security laws which are implemented to secure data in a cloud ?

The security laws which are implemented to secure data in cloud are

a) Processing: Control the data that is being processed correctly and completely in an

application

b) File: It manages and control the data being manipulated in any of the file

c)Output reconciliation: It controls the data which has to be reconciled from input to

output

d) Input Validation: Control the input data

e) Security and Backup: It provides security and backup it also controls the security

breaches logs

27. Mention the name of some large cloud providers and databases?

Google bigtable

Amazon simpleDB

Cloud based SQL
28. Explain the difference between cloud and traditional datacenters?

a) The cost of the traditional data center is higher due to heating and

hardware/software issues

b) Cloud gets scaled when the demand increases. Majority of the expenses are spent on

the maintenance of the data centers, while that is not the case with cloud computing

29. what are the different modes of software as a service (SaaS)?

a) Simple multi-tenancy : In this each user has independent resources and are different

from other users, it is an efficient mode.

b) Fine grain multi-tenancy: In this type, the resources can be shared by many but the

functionality remains the same.

30. What is the use of API’s in cloud services?

API’s ( Application Programming Interface) is very useful in cloud platforms

· It eliminates the need to write the fully fledged programs
· It provides the instructions to make communication between one or more applications
· It allows easy creation of applications and link the cloud services with other systems
31. What are the different data centers deployed for cloud computing?

Cloud computing consists of different datacenters like

· Containerized Datacenters

· Low Density Datacenters
32. In cloud computing what are the different layers?

The different layers of cloud computing are:

a) SaaS: Software as a Service (SaaS), it provides users access directly to the cloud application without installing anything on the system.

b) IaaS: Infrastructure as a service, it provides the infrastructure in terms of hardware

like memory, processor speed etc.

c) PaaS: Platform as a service, it provides cloud application platform for the developers

33.  How important is the platform as a service?

Platform as a service or PAAS is an important layer in cloud computing. It provides

application platform for providers. It is responsible for providing complete virtualization

of the infrastructure layer and makes it work like a single server.

34. What is a cloud service?

Cloud service is used to build cloud applications using the server in a network through

internet. It provides the facility of using the cloud application without installing it on the

computer. It also reduces the maintenance and support of the application which are

developed using cloud service.
35. List down the three basic clouds in cloud computing?

a) Professional cloud
b) Personal cloud

c) Performance cloud

36. What are the business benefits involved in cloud architecture?

The benefits involved in cloud architecture is

a) Zero infrastructure investment

b) Just in time infrastructure

c) More efficient resource utilization

37. Mention what is the difference between elasticity and scalability in cloud computing?

Scalability is a characteristics of cloud computing through which increasing workload can be handled by increasing in proportion the amount of resource capacity. Whereas, elasticity, is being one of the characteristics that highlights the concept of commissioning

and decommissioning of a large amount of resource capacity.
38. Mention the services that are provided by Window Azure Operating System?

Window Azure provides three core services which are given as

a) Compute
b) Storage 

c) Management

39. List down the basic characteristics of cloud computing?

a) Elasticity and Scalability

b) Self-service provisioning and automatic de-provisioning

c) Standardized interfaces

d) Billing self service based usage model
40. Mention what is Hypervisor in cloud computing and their types?

Hypervisor is a Virtual Machine Monitor which manages resources for virtual machines.

There are mainly two types of hypervisors

Type 1: The guest Vm runs directly over the host hardware, eg Xen, VmWare ESXI

Type 2: The guest Vm runs over hardware through a host OS, eg Kvm, oracle virtualbox

Part-B

1. List the cloud deployment models and give a detailed note about them. (NOV/DEC 2016)
Cloud Computing is a general term used to describe a new class of network based computing that takesl place over the Internet, basically a step on from Utility Computing a collection/group of integrated and networked hardware, software and Internet infrastructure (called a platform).

Using the Internet for communication and transport provides hardware, software and networking services to clients. These platforms hide the complexity and details of the underlying infrastructure from users and applications by providing very simple graphical interface or API (Applications Programming Interface).

Cloud computing is an umbrella term used to refer to Internet based development and services

Public Cloud: is a type of cloud hosting in which the cloud services are delivered over a network which is open for public usage. This model is a true representation of cloud hosting; in this the service provider renders services and infrastructure to various clients. 

Private Cloud: is also known as internal cloud; the platform for cloud computing is implemented on a cloud-based secure environment that is safeguarded by a firewall which is under the governance of the IT department that belongs to the particular corporate. 

Hybrid Cloud: is a type of cloud computing, which is integrated. It can be an arrangement of two or more cloud servers, i.e. private, public or community cloud that is bound together but remain individual entities. Benefits of the multiple deployment models are available in a hybrid cloud hosting. 

Community Cloud: is a type of cloud hosting in which the setup is mutually shared between many organisations that belong to a particular community, i.e. banks and trading firms. 
Cloud deployment models

Cloud computing types

Private cloud

Private cloud is cloud infrastructure operated solely for a single organization, whether managed internally or by a third-party, and hosted either internally or externally. Undertaking a private cloud project requires a significant level and degree of engagement to virtualize the business environment, and requires the organization to revaluate decisions about existing resources. When done right, it can improve business, but every step in the project raises security issues that must be addressed to prevent serious vulnerabilities. They have a significant physical footprint, requiring allocations of space, hardware, and environmental controls. These assets have to be refreshed periodically, resulting in additional capital expenditures. They have attracted criticism because users "still have to buy, build, and manage them" and thus do not benefit from less hands-on management essentially "[lacking] the economic model that makes cloud computing such an intriguing concept".

Public cloud

cloud is called a "public cloud" when the services are rendered over a network that is open for public use. Public cloud services may be free. Technically there may be little or no difference between public and private cloud architecture, however, security consideration may be substantially different for services (applications, storage, and other resources) that are made available by a service provider for a public audience and when communication is effected over a non-trusted network. Generally, public cloud service providers like Amazon Web Services (AWS), Microsoft and Google own and operate the infrastructure at their data center and access is generally via the Internet. AWS and Microsoft also offer direct connect services called "AWS Direct Connect" and "Azure ExpressRoute" respectively, such connections require customers to purchase or lease a private connection to a peering point offered by the cloud provider.

Hybrid cloud

Hybrid cloud is a composition of two or more clouds (private, community or public) that remain distinct entities but are bound together, offering the benefits of multiple deployment models. Hybrid cloud can also mean the ability to connect collocation, managed and/or dedicated services with cloud resources.

Gartner, Inc. defines  hybrid cloud service as a cloud computing service that is composed of some combination of private, public and community cloud services, from different service providers. A hybrid cloud service crosses isolation and provider boundaries so that it can't be simply put in one category of private, public, or community cloud service. It allows one to extend either the capacity or the capability of a cloud service, by aggregation, integration or customization with another cloud service.

Varied use cases for hybrid cloud composition exist. For example, an organization may store sensitive client data in house on a private cloud application, but interconnect that application to a business intelligence application provided on a public cloud as a software service. This example of hybrid cloud extends the capabilities of the enterprise to deliver a specific business service through the addition of externally available public cloud services. Hybrid cloud adoption depends on a number of factors such as data security and compliance requirements, level of control needed over data, and the applications an organization uses.

Another example of hybrid cloud is one where IT organizations use public cloud computing resources to meet temporary capacity needs that can not be met by the private cloud. This capability enables hybrid clouds to employ cloud bursting for scaling across clouds. Cloud bursting is an application deployment model in which an application runs in a private cloud or data center and "bursts" to a public cloud when the demand for computing capacity increases. A primary advantage of cloud bursting and a hybrid cloud model is that an organization only pays for extra compute resources when they are needed. loud bursting enables data centers to create an in-house IT infrastructure that supports average workloads, and use cloud resources from public or private clouds, during spikes in processing demands.

Others

Community cloud

Community cloud shares infrastructure between several organizations from a specific community with common concerns (security, compliance, jurisdiction, etc.), whether managed internally or by a third-party, and either hosted internally or externally. The costs are spread over fewer users than a public cloud (but more than a private cloud), so only some of the cost savings potential of cloud computing are realized.
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2. Give the importance of Cloud Computing and elaborate the different types of services 

     offered by it. 
 (NOV/DEC 2016)
Essential Characteristics:
· On-demand self-service. A consumer can unilaterally provision computing capabilities, such as server time and network storage, as needed automatically without requiring human interaction with each service provider.

· Broad network access. Capabilities are available over the network and accessed through standard mechanisms that promote use by heterogeneous thin or thick client platforms (e.g., mobile phones, tablets, laptops, and workstations).

· Resource pooling. The provider’s computing resources are pooled to serve multiple consumers using a multi-tenant model, with different physical and virtual resources dynamically assigned and reassigned according to consumer demand. There is a sense of location independence in that the customer generally has no control or knowledge over the exact location of the provided resources but may be able to specify location at a higher level of abstraction (e.g., country, state, or data center). Examples of resources include storage, processing, memory, and network bandwidth.

· Rapid elasticity. Capabilities can be elastically provisioned and released, in some cases automatically, to scale rapidly outward and inward commensurate with demand. To the consumer, the capabilities available for provisioning often appear to be unlimited and can be appropriated in any quantity at any time.

· Measured service. Cloud systems automatically control and optimize resource use by leveraging a metering capability1 at some level of abstraction appropriate to the type of service (e.g., storage, processing, bandwidth, and active user accounts). Resource usage can be monitored, controlled, and reported, providing transparency for both the provider and consumer of the utilized service. 

Service Models:

· Software as a Service (SaaS). The capability provided to the consumer is to use the provider’s applications running on a cloud infrastructure. The applications are accessible from various client devices through either a thin client interface, such as a web browser (e.g., web-based email), or a program interface. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, storage, or even individual application capabilities, with the possible exception of limited user-specific application configuration settings.

· Platform as a Service (PaaS). The capability provided to the consumer is to deploy onto the cloud infrastructure consumer-created or acquired applications created using programming languages, libraries, services, and tools supported by the provider. The consumer does not manage or control the underlying cloud infrastructure including network, servers, operating systems, or storage, but has control over the deployed applications and possibly configuration settings for the application-hosting environment.

· Infrastructure as a Service (IaaS). The capability provided to the consumer is to provision processing, storage, networks, and other fundamental computing resources where the consumer is able to deploy and run arbitrary software, which can include operating systems and applications. The consumer does not manage or control the underlying cloud infrastructure but has control over operating systems, storage, and deployed applications; and possibly limited control of select networking components (e.g., host firewalls). 
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3.Explain the advantages and disadvantages of cloud computing.

      Advantages  of Cloud Computing
· Cost Savings : Perhaps, the most significant cloud computing benefit is in terms of IT cost savings. Businesses, no matter what their type or size, exist to earn money while keeping capital and operational expenses to a minimum. With cloud computing, you can save substantial capital costs with zero in-house server storage and application requirements. The lack of on-premises infrastructure also removes their associated operational costs in the form of power, air conditioning and administration costs. You pay for what is used and disengage whenever you like - there is no invested IT capital to worry about. It’s a common misconception that only large businesses can afford to use the cloud, when in fact, cloud services are extremely affordable for smaller businesses.

· Reliability:  With a managed service platform, cloud computing is much more reliable and consistent than in-house IT infrastructure. Most providers offer a Service Level Agreement which guarantees 24/7/365 and 99.99% availability. Your organization can benefit from a massive pool of redundant IT resources, as well as quick failover mechanism - if a server fails, hosted applications and services can easily be transited to any of the available servers.

· Manageability :Cloud computing provides enhanced and simplified IT management and maintenance capabilities through central administration of resources, vendor managed infrastructure and SLA backed agreements. IT infrastructure updates and maintenance are eliminated, as all resources are maintained by the service provider. You enjoy a simple web-based user interface for accessing software, applications and services – without the need for installation - and an SLA ensures the timely and guaranteed delivery, management and maintenance of your IT services.

· Strategic Edge: Ever-increasing computing resources give you a competitive edge over competitors, as the time you require for IT procurement is virtually nil. Your company can deploy mission critical applications that deliver significant business benefits, without any upfront costs and minimal provisioning time. Cloud computing allows you to forget about technology and focus on your key business activities and objectives. It can also help you to reduce the time needed to market newer applications and services. 

· Lower computer costs: 

· You do not need a high-powered and high-priced computer to run cloud computing's web-based applications. 

· Since applications run in the cloud, not on the desktop PC, your desktop PC does not need the processing power or hard disk space demanded by traditional desktop software. 

· When you are using web-based applications, your PC can be less expensive, with a smaller hard disk, less memory, more efficient processor... 

· In fact, your PC in this scenario does not even need a CD or DVD drive, as no software programs have to be loaded and no document files need to be saved.

· Improved performance:

· With few large programs hogging your computer's memory, you will see better performance from your PC. 

· Computers in a cloud computing system boot and run faster because they have fewer programs and processes loaded into memory…

· Reduced software costs: 

· Instead of purchasing expensive software applications, you can get most of what you need for free-ish!

· most cloud computing applications today, such as the Google Docs suite.

· better than paying for similar commercial software

· which alone may be justification for switching to cloud applications.

· Instant software updates:

· Another advantage to cloud computing is that you are no longer faced with choosing between obsolete software and high upgrade costs.

· When the application is web-based, updates happen automatically 

· available the next time you log into the cloud. 

· When you access a web-based application, you get the latest version 

· without needing to pay for or download an upgrade.

· Improved document format compatibility. 

· You do not have to worry about the documents you create on your machine being compatible with other users' applications or OSes

· There are potentially no format incompatibilities when everyone is sharing documents and applications in the cloud.

· Unlimited storage capacity:

· Cloud computing offers virtually limitless storage. 

· Your computer's current 1 Tbyte hard drive is small compared to the hundreds of Pbytes available in the cloud.

· Increased data reliability:

· Unlike desktop computing, in which if a hard disk crashes and destroy all your valuable data, a computer crashing in the cloud should not affect the storage of your data.

· if your personal computer crashes, all your data is still out there in the cloud, still accessible

· In a world where few individual desktop PC users back up their data on a regular basis, cloud computing is a data-safe computing platform!

· Universal document access:

· That is not a problem with cloud computing, because you do not take your documents with you. 

· Instead, they stay in the cloud, and you can access them whenever you have a computer and an Internet connection

· Documents are instantly available from wherever you are

· Latest version availability:

· When you edit a document at home, that edited version is what you see when you access the document at work. 

· The cloud always hosts the latest version of your documents

· as long as you are connected, you are not in danger of having an outdated version

· Easier group collaboration:

· Sharing documents leads directly to better collaboration.

· Many users do this as it is an important advantages of cloud computing

· multiple users can collaborate easily on documents and projects

· Device independence. 

· You are no longer tethered to a single computer or network. 

· Changes to computers, applications and documents follow you through the cloud. 

· Move to a portable device, and your applications and documents are still available.

Disadvantages of Cloud Computing
· Downtime : As cloud service providers take care of a number of clients each day, they can become overwhelmed and may even come up against technical outages. This can lead to your business processes being temporarily suspended. Additionally, if your internet connection is offline, you will not be able to access any of your applications, server or data from the cloud.

· Security :Although cloud service providers implement the best security standards and industry certifications, storing data and important files on external service providers always opens up risks. Using cloud-powered technologies means you need to provide your service provider with access to important business data. Meanwhile, being a public service opens up cloud service providers to security challenges on a routine basis. The ease in procuring and accessing cloud services can also give nefarious users the ability to scan, identify and exploit loopholes and vulnerabilities within a system. For instance, in a multi-tenant cloud architecture where multiple users are hosted on the same server, a hacker might try to break into the data of other users hosted and stored on the same server. However, such exploits and loopholes are not likely to surface, and the likelihood of a compromise is not great.

· Vendor Lock-In: Although cloud service providers promise that the cloud will be flexible to use and integrate, switching cloud services is something that hasn’t yet completely evolved. Organizations may find it difficult to migrate their services from one vendor to another. Hosting and integrating current cloud applications on another platform may throw up interoperability and support issues. For instance, applications developed on Microsoft Development Framework (.Net) might not work properly on the Linux platform.

· Limited Control :Since the cloud infrastructure is entirely owned, managed and monitored by the service provider, it transfers minimal control over to the customer. The customer can only control and manage the applications, data and services operated on top of that, not the backend infrastructure itself. Key administrative tasks such as server shell access, updating and firmware management may not be passed to the customer or end user. 

· Requires a constant Internet connection:

· Cloud computing is impossible if you cannot connect to the Internet. 

· Since you use the Internet to connect to both your applications and documents, if you do not have an Internet connection you cannot access anything, even your own documents. 

· A dead Internet connection means no work and in areas where Internet connections are few or inherently unreliable, this could be a deal-breaker. 

· Can be slow:

· Even with a fast connection, web-based applications can sometimes be slower than accessing a similar software program on your desktop PC. 

· Everything about the program, from the interface to the current document, has to be sent back and forth from your computer to the computers in the cloud. 

· If the cloud servers happen to be backed up at that moment, or if the Internet is having a slow day, you would not get the instantaneous access you might expect from desktop applications.

· Does not work well with low-speed connections: 

· Similarly, a low-speed Internet connection, such as that found with dial-up services, makes cloud computing painful at best and often impossible. 

· Web-based applications require a lot of bandwidth to download, as do large documents. 

· Features might be limited:

· This situation is bound to change, but today many web-based applications simply are not as full-featured as their desktop-based applications.

· For example, you can do a lot more with Microsoft PowerPoint than with Google Presentation's web-based offering

· Stored data might not be secure:

· With cloud computing, all your data is stored on the cloud. 

· The questions is How secure is the cloud? 

· Can unauthorized users gain access to your confidential data? 

· Stored data can be lost:

· Theoretically, data stored in the cloud is safe, replicated across multiple machines. 

· But on the off chance that your data goes missing, you have no physical or local backup. 

· Put simply, relying on the cloud puts you at risk if the cloud lets you down.

· HPC Systems:

· Not clear that you can run compute-intensive HPC applications that use MPI/OpenMP!

· Scheduling is important with this type of application

· as you want all the VM to be co-located to minimize communication latency!

· General Concerns:

· Each cloud systems uses different protocols and different APIs

· may not be possible to run applications between cloud based systems

· Amazon has created its own DB system (not SQL 92), and workflow system (many popular workflow systems out there)

· so your normal applications will have to be adapted to execute on these platforms.

4. Explain the implementation levels of virtualization.

VM technology allows multiple virtual machines to run on a single physical machine
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Advantages of virtual machines:

· Run operating systems where the physical hardware is unavailable,

· Easier to create new machines, backup machines, etc.,

· Software testing using “clean” installs of operating systems and software,

· Emulate more machines than are physically available,

· Timeshare lightly loaded systems on one host,

· Debug problems (suspend and resume the problem machine),

· Easy migration of virtual machines (shutdown needed or not).

· Run legacy systems!

Virtualization Layers/Levels:

The virtualization software creates the abstraction of VMs by interposing a virtualization layer at various levels of a computer system. Common virtualization layers include 

1. the instruction set architecture (ISA) level, 

2. hardware level, 

3. operating system level, 

4. library support level, and 

5. application level 

Virtualization Ranging from Hardware to Applications in Five Abstraction Levels
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1.Virtualization at Instruction Set Architecture (ISA) level:
· At the ISA level, virtualization is performed by emulating a given ISA by the ISA of the host machine. Instruction set emulation leads to virtual ISAs created on any hardware machine. e.g, MIPS binary code can run on an x-86-based host machine with the help of ISA emulation. 

· With this approach, it is possible to run a large amount of legacy binary code written for various processors on any given new hardware host machine.

· code interpretation – dynamic binary translation - virtual instruction set architecture (V-ISA)

· Advantage:  

· It can run a large amount of legacy binary codes written for various processors on any given new hardware host machines

· best application flexibility

· Shortcoming & limitation:  

· One source instruction may require tens or hundreds of native target instructions to perform its function, which is relatively slow. 

· V-ISA requires adding a processor-specific software translation layer in the complier.
2.Virtualization at Hardware Abstraction level:
· Hardware-level virtualization is performed right on top of the bare hardware. 

· On the one hand, this approach generates a virtual hardware environment for a VM. 

· On the other hand, the process manages the underlying hardware through virtualization.

·  The idea is to virtualize a computer’s resources, such as its processors, memory, and I/O devices. The intention is to upgrade the hardware utilization rate by multiple users concurrently.

Advantage: 

· Has higher performance and good application isolation

Shortcoming & limitation: 

· Very expensive to implement (complexity)
3.Virtualization at Operating System (OS) level:
· OS-level virtualization creates isolated containers on a single physical server and the OS instances to utilize the hardware and software in data centers. The containers behave like real servers. 

· OS-level virtualization is commonly used in creating virtual hosting environments to allocate hardware resources among a large number of mutually distrusting users.

Advantage: 

· Has minimal startup/shutdown cost, low resource requirement, and high scalability; synchronize VM and host state changes.

Shortcoming & limitation: 

· All VMs at the operating system level must have the same kind of guest OS

· Poor application flexibility and isolation.

Virtualization at OS Level

[image: image40.wmf]
Advantages of OS Extension for Virtualization 
1.   VMs at OS level has minimum startup/shutdown costs

2.   OS-level VM can easily synchronize with its environment 

Disadvantage of OS Extension for Virtualization  
· All VMs  in the same OS container must have the same or similar guest OS, which restrict application flexibility of different VMs on the same physical machine.

4.Library Support level:
· Since most systems provide well-documented APIs, such an interface becomes another candidate for virtualization. 

· Virtualization with library interfaces is possible by controlling the communication link between applications and the rest of a system through API hooks.

· The software tool WINE has implemented this approach to support Windows applications on top of UNIX hosts. 

· Another example is the vCUDA which allows applications executing within VMs to leverage GPU hardware acceleration.

Advantage: 

· It has very low implementation effort

Shortcoming & limitation: 

· poor application flexibility and isolation
5.User-Application Level

· Virtualization at the application level virtualizes an application as a VM. On a traditional OS, an application often runs as a process. 

· Therefore, application-level virtualization is also known as process-level virtualization.

·  The most popular approach is to deploy high level language (HLL) VMs. In this scenario, the virtualization layer sits as an application program on top of the operating system, and the layer exports an abstraction of a VM that can run programs written and compiled to a particular abstract machine definition.

· Other forms of application-level virtualization are known as

·  application isolation, 

· application sandboxing, or application streaming.

Advantage: 

· has the best application isolation

Shortcoming & limitation: 

· low performance, low application flexibility and high implementation complexity.

5. Explain Virtualization Structure in detail.
Virtualization Structures/Tools and Mechanisms
· In general, there are three typical classes of VM architecture. Figure showed the architectures of a machine before and after virtualization. 

· Before virtualization, the operating system manages the hardware.

·  After virtualization, a virtualization layer is inserted between the hardware and the operating system. In such a case, the virtualization layer is responsible for converting portions of the real hardware into virtual hardware. 

· Therefore, different operating systems such as Linux and Windows can run on the same physical machine, simultaneously.

·  Depending on the position of the virtualization layer, there are several classes of VM architectures, namely the hypervisor architecture, para-virtualization, and host-based virtualization. 

· The hypervisor is also known as the VMM (Virtual Machine Monitor). They both perform the same virtualization operations.

Hypervisor
· A hypervisor is a hardware virtualization technique allowing multiple operating systems, called guests to run on a host machine. This is also called the Virtual Machine Monitor (VMM).

Type 1: bare metal hypervisor 

· sits on the bare metal computer hardware like the CPU, memory, etc. 

· All guest operating systems are a layer above the hypervisor. 

· The original CP/CMS hypervisor developed by IBM was of this kind. 

Type 2: hosted hypervisor 

· Run over a host operating system. 

· Hypervisor is the second layer over the hardware. 

· Guest operating systems run a layer over the hypervisor.  

· The OS is usually unaware of the virtualization 

The XEN Architecture

· Xen is an open source hypervisor program developed by Cambridge University. Xen is a micro-kernel hypervisor, which separates the policy from the mechanism.

· Xen does not include any device drivers natively . I t just provides a mechanism by which a guest OS can have direct access to the physical devices.

· As a result, the size of the Xen hypervisor is kept rather small. Xen provides a virtual environment located between the hardware and the OS.
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Binary Translation with Full Virtualization

· Depending on implementation technologies, hardware virtualization can be classified into two categories: full  virtualization and host-based virtualization.

· Full virtualization does not need to modify the host OS. I t relies on binary translation to trap and to virtualizes the execution of certain sensitive, non virtualizable instructions. The guest OSes and their applications consist of noncritical and critical instructions. 

· I n a host-based system, both a host OS and a guest OS are used. A virtualization software layer is built between the host OS and guest OS. 

Binary Translation of Guest OS Requests Using a VMM

· This approach was implemented by VMware and many other software companies.

· VMware puts the VMM at Ring 0 and the guest OS at Ring 1. The VMM scans the instruction stream and identified the privileged, control- and behavior sensitive instructions. 

· When these instructions are identified, they are trapped into the VMM, which emulates the behavior of these instructions. 

· The method used in this emulation is called binary translation. Therefore, full virtualization combines binary translation and direct execution. 
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Host-Based Virtualization

· An alternative VM architecture is to install a virtualization layer on top of the host OS. This host OS is still responsible for managing the hardware.

· This host-based architecture has some distinct advantages. First, the user can install this VM architecture without modifying the host OS. The virtualizing software can rely on the host OS to provide device drivers and other low-level services. This will simplify the VM design and ease its deployment.

· Second, the host-based approach appeals to many host machine configurations. Compared to the hypervisor/VMM architecture, the performance of the host-based architecture may also be low

Para –virtualization

· Para -virtualization needs to modify the guest operating systems. A para-virtualized VM

· provides special API s requiring substantial OS modifications in user applications.

· Performance degradation is a critical issue of a virtualized system.
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Full Virtualization vs. Para-Virtualization

Full virtualization 

· Does not need to modify guest OS, and critical instructions are emulated by software through the use of binary translation. 

· VMware Workstation applies full virtualization, which uses binary translation to automatically modify x86 software on-the-fly to replace critical instructions.

Advantage: no need to modify OS. 

Disadvantage:  binary translation slows down the performance. 

Para virtualization 

· Reduces the overhead, but cost of maintaining a paravirtualized OS is high. 

· The improvement depends on the workload.

· Para virtualization must modify guest OS, non-virtualizable  instructions are replaced by hyper calls that communicate directly with the hypervisor or VMM. 

· Para virtualization is supported by Xen, Denali and VMware ESX.

6.Explain Virtualization of CPU, Memory and I/O devices.
CPU Virtualization
· A VM is a duplicate of an existing computer system in which a majority of the VM instructions are executed on the host processor in native mode. Thus, unprivileged instructions of VMs run directly on the host machine for higher efficiency. Other critical instructions should be handled carefully for correctness and stability. 

· The critical instructions are divided into three categories: privileged instructions, control –sensitive instructions, and behavior-sensitive instructions. 

· Privileged instructions execute in a privileged mode and will be trapped if executed outside this mode. 

· Control-sensitive instructions attempt to change the configuration of resources used. Behavior-sensitive instructions have different behaviors depending on the configuration of resources, including the load and store operations over the virtual memory.

· A CPU architecture is virtualizable if it supports the ability to run the VM’s privileged

· and unprivileged instructions in the CPU’s user mode while the VMM runs in supervisor mode. 

· When the privileged instructions including control- and behavior-sensitive instructions of a VM are executed, they are trapped in the VMM. I n this case, the VMM acts as a unified mediator for hardware access from different VMs to guarantee the correctness and stability of the whole system. However, not all CPU architectures are virtualizable.

·  RI SC CPU architectures can be naturally virtualized because all control and behavior-sensitive instructions are privileged instructions. 

· On the contrary, x86 CPU architectures are not primarily designed to support virtualization.

Memory Virtualization
· Virtual memory virtualization is similar to the virtual memory support provided by modern operating systems. I n a traditional execution environment, the operating system maintains mappings of virtual  memory to ma chine memory using page tables, which is a one-stage mapping from virtual memory to machine memory.

· However, in a virtual execution environment, virtual memory virtualization involves sharing the physical system memory in RAM and dynamically allocating it to the physical  memory of the VMs.

· That means a two-stage mapping process should be maintained by the guest OS and the VMM, respectively: virtual memory to physical memory and physical memory to machine memory.

I/O Virtualization
· there are three ways to implement I /O virtualization: full device emulation, para-virtualization, and direct I /O.

· I /O virtualization. Generally, this approach emulates well-known, real-world devices. All the functions of a device or bus infrastructure, such as device enumeration, identification, interrupts, and DMA, are replicated in software. This software is located in the VMM and acts as a virtual device.

· The para-virtualization method of I /O virtualization is typically used in Xen. I t is also known as the split driver model consisting of a frontend driver and a backend driver. It achieves beer device performance than full device emulation, it comes with a higher CPU overhead

· Direct I /O virtualization lets the VM access devices directly. I t can achieve close-to native performance without high CPU costs.

7.Explain about virtual clusters and resource management

· A physical  cluster is a collection of servers (physical machines) interconnected by a physical network such as a LAN
· When a traditional VM is initialized, the administrator needs to manually write configuration information or specify the configuration sources. When more VMs join a network, an inefficient configuration always causes problems with overloading or underutilization. Amazon’s Elastic Compute Cloud (EC2) is a good example of a web service that provides elastic computing power in a cloud. EC2 permits customers to create VMs and to manage user accounts over the time of their use. Most virtualization platforms, including XenServer and VMware ESX Server, support a bridging mode which allows all domains to appear on the network as individual hosts. By using this mode, VMs can communicate with one another freely through the virtual network interface card and configure the network automatically.

Physical versus Virtual Clusters

Virtual clusters are built with VMs installed at distributed servers from one or more physical clusters. The VMs in a virtual cluster are interconnected logically by a virtual network across several physical networks. Figure illustrates the concepts of virtual clusters and physical clusters. Each virtual cluster is formed with physical machines or a VM hosted by multiple physical clusters. The virtual cluster boundaries are shown as distinct boundaries.

The provisioning of VMs to a virtual cluster is done dynamically to have the following interesting properties

 The virtual cluster nodes can be either physical or virtual machines. Multiple VMs running with different OSes can be deployed on the same physical node. 
A VM runs with a guest OS, which is often different from the host OS, that manages the resources in the physical machine, where the VM is implemented
The purpose of using VMs is to consolidate multiple functionalities on the same server. This will greatly enhance server utilization and application flexibility
VMs can be colonized (replicated) in multiple servers for the purpose of promoting distributed parallelism, fault tolerance, and disaster recovery.
The size (number of nodes) of a virtual cluster can grow or shrink dynamically, similar to the way an overlay network varies in size in a peer-to-peer (P2P) network. 

The failure of any physical nodes may disable some VMs installed on the failing
nodes. But the failure of VMs will not pull down the host system. Since system virtualization has been widely used, it is necessary to effectively manage VMs running on a mass of physical computing nodes (also called virtual clusters) and consequently build a high-performance virtualized computing environment. This involves virtual cluster deployment, monitoring and management over large-scale clusters, as well as resource scheduling, load balancing, server consolidation, fault tolerance, and other techniques. The different node colors refer to different virtual clusters. In a virtual cluster system, it is quite important to store the large number of VM images efficiently. shows the concept of a virtual cluster based on application partitioning or customization. The different colors in the figure represent the nodes in different virtual clusters. As a large number of VM images might be present, the most important thing is to determine how to store those images in the system efficiently. There are common installations for most users or applications, such as operating systems or user-level programming libraries. These software packages can be preinstalled as templates (called template VMs). With these templates, users can build their own software stacks. New OS instances can be copied from the template VM. User-specific components such as programming libraries and applications can be installed to those instances. Three physical clusters are shown on the left side of Four virtual clusters are created on the right, over the physical clusters. The physical machines are also called host systems. In contrast, the VMs are guest systems. The host and guest systems may run with different operating.
Fast Deployment and Effective Scheduling

The system should have the capability of fast deployment. Here, deployment means two things: to construct and distribute software stacks (OS, libraries, applications) to a physical node inside clusters as fast as possible, and to quickly switch runtime environments from one user’s virtual cluster to another user’s virtual cluster. If one user finishes using his system, the corresponding virtual cluster should shut down or suspend quickly to save the resources to run other VMs for other users. The concept of “green computing” has attracted much attention recently. However, previous approaches have focused on saving the energy cost of components in a single workstation without a global vision. Consequently, they do not necessarily reduce the power consumption of the whole cluster. Other cluster-wide energy-efficient techniques can only be applied to homogeneous workstations and specific applications. The live migration of VMs allows workloads of one node to transfer to another node. However, it does not guarantee that VMs can randomly migrate among themselves. In fact, the potential overhead caused by live migrations of VMs cannot be ignored. 

High-Performance Virtual Storage 

The template VM can be distributed to several physical hosts in the cluster to customize the VMs. In addition, existing software packages reduce the time for customization as well as switching virtual environments. It is important to efficiently manage the disk spaces occupied by template software packages. Some storage architecture design can be applied to reduce duplicated blocks in a distributed file system of virtual clusters. Hash values are used to compare the contents of data blocks. Users have their own profiles which store the identification of the data blocks for corresponding VMs in a user-specific virtual cluster. New blocks are created when users modify the corresponding data. Newly created blocks are identified in the users’ profiles. 

Live VM Migration Steps and Performance Effects

 In a cluster built with mixed nodes of host and guest systems, the normal method of operation is to run everything on the physical machine. When a VM fails, its role could be replaced by another VM on a different node, as long as they both run with the same guest OS. In other words, a physical node can fail over to a VM on another host. This is different from physical-to-physical failover in a traditional physical cluster. The advantage is enhanced failover flexibility. The potential drawback is that a VM must stop playing its role if its residing host node fails. However, this problem can be mitigated with VM life migration. Figure 3.20 shows the process of life migration of a VM from host A to host B. The migration copies the VM state file from the storage area to the host machine.

·  A paused state corresponds to a VM that has been instantiated but disabled to process a task or paused in a waiting state. A VM enters the suspended state if its machine file and virtual resources are stored back to the disk.  live migration of a VM consists of the following six steps: 

· Steps 0 and 1: Start migration. This step makes preparations for the migration, including determining the migrating VM and the destination host. Although users could manually make a VM migrate to an appointed host, in most circumstances, the migration is automatically started by strategies such as load balancing and server consolidation. 

· Steps 2: Transfer memory. Since the whole execution state of the VM is stored in memory, sending the VM’s memory to the destination node ensures continuity of the service provided by the VM. All of the memory data is transferred in the first round, and then the migration controller recopies the memory data which is changed in the last round. These steps keep iterating until the dirty portion of the memory is small enough to handle the final copy. Although precopying memory is performed iteratively, the execution of programs is not obviously interrupted.

· Stage 0: Pre-Migration  Active VM on Host A  Alternate physical host may be preselected for migration  Block devices mirrored and free resources maintained

· Stage 1: Reservation  Initialize a container on the target host

· Stage 2: Iterative pre-copy  Enable shadow paging  Copy dirty pages in successive rounds.

· Stage 3: Stop and copy  Suspend VM on host A  Generate ARP to redirect traffic to Host B  Synchronize all remaining VM state to Host B

· Stage 4: Commitment  VM state on Host A is released

· Stage 5: Activation  VM starts on Host B  Connects to local devices  Resumes normal operation

Virtual Machines and Virtualization of Clusters and Data Centers

· Step 3: Suspend the VM and copy the last portion of the data. The migrating VM’s execution is suspended when the last round’s memory data is transferred. Other nonmemory data such as CPU and network states should be sent as well. During this step, the VM is stopped and its applications will no longer run. This “service unavailable” time is called the “downtime” of migration, which should be as short as possible so that it can be negligible to users. Steps 4 and 5: Commit and activate the new host. After all the needed data is copied, on the destination host, the VM reloads the states and recovers the execution of programs in it, and the service provided by this VM continues. Then the network connection is redirected to the new VM and the dependency to the source host is cleared. The whole migration process finishes by removing the original VM from the source host. 

· The squares of various shadings represent the VMs deployed in the physical server nodes. The major contribution by the Purdue group is to achieve autonomic adaptation of the virtual computation environments as active, integrated entities. A virtual execution environment is able to relocate itself across the infrastructure, and can scale its share of infrastructural resources. The adaptation is transparent to both users of virtual environments and administrations of infrastructures. The adaptation overhead is maintained at 20 sec out of 1,200 sec in solving a large NEMO3D problem of 1 million particles.  
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8.Write in detail about Virtualization for data centre automation

· Data-center automation means that huge volumes of hardware, software, and database resources in these data centers can be allocated dynamically to millions of Internet users simultaneously, with guaranteed QoS and cost-effectiveness.

· Google, Yahoo!, Amazon, Microso, HP, Apple, and I BM companies have invested billions of dollars in data-center construction and automation.

Server Consolidation in Data Centers
· I n data centers, a large number of heterogeneous workloads can run on servers at various

· times. These heterogeneous workloads can be roughly divided into two categories: 

1. Chay workloads and

2. Noninteractive workloads.

· Chay workloads may burst at some point and return to a silent state at some other point. A web video service is an example of this, whereby a lot of people use it at night and few people use it during the day.

· Noninteractive workloads do not require people’s efforts to make progress after they are submitted. High-performance computing is a typical example of this. At various stages, the requirements for resources of these workloads are dramatically different. 

· It is common that most servers in data centers are underutilized. A large amount of hardware, space, power, and management cost of these servers is wasted.

· Server consolidation is an approach to improve the low utility ratio of hardware resources by reducing the number of physical servers.

· Among several server consolidation techniques such as centralized and physical Consolidation, virtualization-based server consolidation is the most powerful.

·  Consolidation enhances hardware utilization. Many underutilized servers are consolidated into fewer servers to enhance resource utilization. Consolidation also facilitates backup services and disaster recovery.

· This approach enables more agile provisioning and deployment of resources. I n a virtual environment, the images of the guest OSes and their applications are readily cloned and reused.
·  The total cost of ownership is reduced. I n this sense, server virtualization causes deferred purchases of new servers, a smaller data-center footprint, lower maintenance costs, and lower power, cooling, and cabling requirements.
· This approach improves availability and business continuity. The crash of a guest OS has no effect on the host OS or any other guest OS. I t becomes easier to transfer a VM from one server to another, because virtual servers are unaware of the underlying hardware. 
Virtual Storage Management
· I n system virtualization, virtual storage includes the storage managed by VMMs and guest OSes. Generally, the data stored in this environment can be classified into two categories: 

1. VM images and 

2. Application data. 

· The VM images are special to the virtual environment, 

· The application data includes all other data which is the same as the data in traditional OS environments.

· The most important aspects of system virtualization are encapsulation and isolation.

· Traditional operating systems and applications running on them can be encapsulated in VMs. Only one operating system runs in a virtualization while many applications run in the operating system. System virtualization allows multiple VMs to run on a physical machine and the VMs are completely isolated. 

· To achieve encapsulation and isolation both the system software and the hardware platform, such as CPUs and chipsets, are rapidly updated. However, storage is lagging. The storage systems become the main bottleneck of VM deployment.

· Parallax is a distributed storage system customized for virtualization environments. Content Addressable Storage (CAS) is a solution to reduce the total size of VM images, and therefore supports a large set of  VM based systems in data centers.

Cloud OS for Virtualized Data Centers
· Data centers must be virtualized to serve as cloud providers.

· The table summarizes four virtual l  infra structure (VI) managers and OSes. 

· These VI  managers and OSes are specially tailored for virtualizing data centers which  own a large number of servers in clusters. 

· Nimbus, Eucalyptus, and Open Nebula are all open source software available to the general public. Only vSphere 4 is a proprietary OS for cloud resource virtualization and management over data centers. 

Trust Management in Virtualized Data Centers
· A VMM changes the computer architecture. I t provides a layer of software between the operating systems and system hardware to create one or more VMs on a single physical platform.

· VMM can provide secure isolation and a VM accesses hardware resources through the control of the VMM, so the VMM is the base of the security of a virtual system. Normally, one VM is taken as a management VM to have some privileges such as creating, suspending, resuming, or deleting a VM.

· Once a hacker successfully enters the VMM or management VM, the whole system is in danger.

UNIT IV

Part-A

1.List some of the open source grid middleware packages.
· GridGain 

· Hadoop 

· Rio 

· JPPF 

2.  Define Globus Toolkit.

The Globus Toolkit is an open source toolkit for grid computing developed and provided by the Globus Alliance.

The Globus Toolkit adheres to or provides implementations of the following standards:

· Open Grid Services Architecture (OGSA)

· Open Grid Services Infrastructure (OGSI), originally intended to form the basic “plumbing” layer for OGSA, but has been superseded by WSRF and WS-Management.

3.  Define Big Data.

Extremely large data sets that may be analysed computationally to reveal patterns, trends, and associations, especially relating to human behaviour and interactions. Big data is defined as the voluminous amount of structured, unstructured or semi- structured data that has huge potential for mining but is so large that it cannot be processed using traditional database systems. Big data is characterized by its high velocity, volume and variety that requires cost effective and innovative methods for information processing to draw meaningful business insights. More than the volume of the data – it is the nature of the data that defines whether it is considered as Big Data or not.
4.  What is Hadoop.

Hadoop is an open-source framework that allows to store and process big data in a distributed environment across clusters of computers using simple programming models. It is designed to scale up from single servers to thousands of machines, each offering local computation and storage.
· Framework for running applications and storing data over large clusters. 
· Provides a distributed file system (HDFS) that stores data on the nodes.
· Data replication takes place, hence data is never lost
· Hadoop implements Map/Reduce

· Application's process is divided into many small fragments of work

· Each of which may be executed on any node in the cluster  Actual parallel processing.

5. What are map and reduce functions?

A MapReduce program is composed of a Map() procedure (method) that performs filtering and sorting (such as sorting students by first name into queues, one queue for each name) and a Reduce() method that performs a summary operation (such as counting the number of students in each queue, yielding name frequencies).

6. How to run a job in hadoop?

  Navigate to the command line.

  Type ./bdutil shell to SSH into the master node of the Hadoop cluster.

  Copy one or more text files into the input directory. ... 

  Type cd /hadoop-install/share/hadoop/mapreduce to navigate to the Hadoop install director.
7. What is HDFS?

The Hadoop Distributed File System (HDFS) is a sub-project of the Apache Hadoop project. This Apache Software Foundation project is designed to provide a fault-tolerant file system designed to run on commodity hardware.
8. Explain about the command lines used in HDFS.

· namenode -format 

· secondarynamenode 

· namenode 

· datanode 

· dfsadmin 

· mradmin 

· fsck 

· fs

9. What are the java interface used in HDFS?

$ java –version
If everything works fine it will give you the following output.

java version "1.7.0_71" 

Java(TM) SE Runtime Environment (build 1.7.0_71-b13) 

Java HotSpot(TM) Client VM (build 25.0-b02, mixed mode)

10. Write the combination of Globus GT3 toolkit?

GT3 core.

Base services

User- defined services.
11. What is a GT3 core?
It provides a framework to host the high-level services. The core consists of OGSI reference implementation, security infrastructure, and System level services.

12. What are the major components of default server side framework?

Web service engine provided by Apache AXIS framework. The GT3 software uses the

Apache AXIS framework to deal with normal web services.

Globus container framework. The GT3 software provides a container to manage stateful

web service through a unique instance handle, instance repository, and lifecycle

management.

13. Write notes on Grid container.
The Globus container model is derived from the J2EE managed container model, where

the components are free from complex resource manageability. Lightweight service introspection and discovery. Dynamic deployment and soft-state management of stateful grid services.

14. What are the two levels of security available in GT3? 
 Transport-level security-based on GSI security mechanism. 
 Message-level security-implemented at the SOAP message level.

15. What are the treatments to the operation involved in service activation?

Activate utilizing the lazy creation mechanism. Activation on service startup.

16. What are the problems with the operation providers?

Due to the unavailability of multiple inheritances in java, service developers utilize the default interface hierarchy, as provided by the framework. Some of the behaviors implemented by the aforementioned classes are specific to the GT3 container. Dynamic configurations of service behaviors are not possible.

17. What is the expression evaluators supported in GT3?

 Service Data Name Evaluator. 
 Service Data Name Set Evaluator. 
 Service Data Name Delete Evaluator.
  Service Data XPath Evaluator.

18. What are the two different message-level authentication mechanisms provided

by GT3 framework? 
 GSI Secure Conversation- a secure context is established between the client and the

service. 
 GSI XML Signature- a message is signed with a given set of credentials.

19.What are the three ways available to create and add service data to service

dataset? 
     Gets the service data wrapper class from the service data set using the QName of the

service data element as defined in WSDL. 
     Create the value for that service data element.
     Update the service data set with service data wrapper and the new value.

20. What are the steps involved in creating SDE? 

        Create a new SDE by calling the create method of the service instance’s service data

set with a unique name or QName. 
    Set a value for the SDE. The value of the SDE of type My Service Data type. Set the

initial value of My Service Data Type. 
    Add the SDE to the service data set.

21.What are the most common GT3 security handlers?
      Authentication Service Handler WS security Handler 
      Security Policy Handler Authorization Handler X509sign Handler
      GSS Handler

22.What are the client side security handlers? 

      X509SignHandler SecContextHandler GSSHandler
      WSSecurityClientHandler

23.What are the requirements to be fulfilled for information service in the context of

GT3?
      A basis for configuration and adaptation in heterogeneous environments. 
      Uniform and flexible access to static and dynamic information.
      Scalable and efficient access to data.
24. What do the four V’s of Big Data denote?

IBM has a nice, simple explanation for the four critical features of big data:

a) Volume –Scale of data

b) Velocity –Analysis of streaming data

c) Variety – Different forms of data

d) Veracity –Uncertainty of data

25. How big data analysis helps businesses increase their revenue? Give example.

Big data analysis is helping businesses differentiate themselves – for example Walmart the world’s largest retailer in 2014 in terms of revenue - is using big data analytics to increase its sales through better predictive analytics, providing customized recommendations and launching new products based on customer preferences and needs. Walmart observed a significant 10% to 15% increase in online sales for $1 billion in incremental revenue. There are many more companies like Facebook, Twitter, LinkedIn, Pandora, JPMorgan Chase, Bank of America, etc. using big data analytics to boost their  revenue. Here is an interesting video that explains how various industries are leveraging big data analysis to increase their revenue

26. Name some companies that use Hadoop.

Yahoo (One of the biggest user & more than 80% code contributor to Hadoop)

Facebook

Netflix

Amazon

Adobe

eBay

Hulu

Spotify

Rubikloud

Twitter
27. Differentiate between Structured and Unstructured data.

Data which can be stored in traditional database systems in the form of rows and columns,

for example the online purchase transactions can be referred to as Structured Data. Data

which can be stored only partially in traditional database systems, for example, data in XML

records can be referred to as semi structured data. Unorganized and raw data that cannot

be categorized as semi structured or structured data is referred to as unstructured data.

Facebook updates, Tweets on Twitter, Reviews, web logs, etc. are all examples of

unstructured data.

28. On what concept the Hadoop framework works?

Hadoop Framework works on the following two core components- 
1)HDFS – Hadoop Distributed File System is the java based file system for scalable and reliable storage of large datasets. Data in HDFS is stored in the form of blocks and it operates on the Master Slave Architecture.

2)Hadoop MapReduce-This is a java based programming paradigm of Hadoop framework that provides scalability across various Hadoop clusters. MapReduce distributes the workload into various tasks that can run in parallel. Hadoop jobs perform 2 separate tasksjob. The map job breaks down the data sets into key-value pairs or tuples. The reduce job then takes the output of the map job and combines the data tuples to into smaller set of tuples. The reduce job is always performed after the map job is executed. Here is a visual that clearly explain the HDFS and Hadoop MapReduce Concepts- 
29. What are the main components of a Hadoop Application?

Hadoop applications have wide range of technologies that provide great advantage in

solving complex business problems. Core components of a Hadoop application are- 
1) Hadoop Common

2) HDFS

3) Hadoop MapReduce

4) YARN

Data Access Components are - Pig and Hive
Data Storage Component is - HBase

Data Integration Components are - Apache Flume, Sqoop, Chukwa

Data Management and Monitoring Components are - Ambari, Oozie and Zookeeper.

Data Serialization Components are - Thrift and Avro

Data Intelligence Components are - Apache Mahout and Drill.

30. What is Hadoop streaming?

Hadoop distribution has a generic application programming interface for writing Map and

Reduce jobs in any desired programming language like Python, Perl, Ruby, etc. This is

referred to as Hadoop Streaming. Users can create and run jobs with any kind of shell

scripts or executable as the Mapper or Reducers.

31. What is the best hardware configuration to run Hadoop?

The best configuration for executing Hadoop jobs is dual core machines or dual

processors with 4GB or 8GB RAM that use ECC memory. Hadoop highly benefits from using

ECC memory though it is not low - end. ECC memory is recommended for running Hadoop

because most of the Hadoop users have experienced various checksum errors by using non

ECC memory. However, the hardware configuration also depends on the workflow

requirements and can change accordingly.

32. What are the most commonly defined input formats in Hadoop?

The best configuration for executing Hadoop jobs is dual core machines or dual processors with 4GB or 8GB RAM that use ECC memory. Hadoop highly benefits from using ECC memory though it is not low - end. ECC memory is recommended for running Hadoop because most of the Hadoop users have experienced various checksum errors by using non ECC memory. However, the hardware configuration also depends on the workflow requirements and can change accordingly. The most common Input Formats defined in hadoop are:  Text Input Format- This is the default input format defined in Hadoop.  Key Value Input Format- This input format is used for plain text files wherein the files are broken down into lines.  Sequence File Input Format- This input format is used for reading files in sequence.

33. What is a block and block scanner in HDFS?

Block - The minimum amount of data that can be read or written is generally referred to as a “block” in HDFS. The default size of a block in HDFS is 64MB. 
Block Scanner - Block Scanner tracks the list of blocks present on a DataNode and verifies them to find any kind of checksum errors. Block Scanners use a throttling mechanism to reserve disk bandwidth on the datanode.\

34. Explain the difference between NameNode, Backup Node and Checkpoint

NameNode.

NameNode: NameNode is at the heart of the HDFS file system which manages the metadata i.e. the data of the files is not stored on the NameNode but rather it has the directory tree of all the files present in the HDFS file system on a hadoop cluster. NameNode uses two files for the namespace-fsimage file- It keeps track of the latest checkpoint of the namespace. Edits file-It is a log of changes that have been made to the namespace since checkpoint.

Checkpoint Node- Checkpoint Node keeps track of the latest checkpoint in a directory that has same structure as that of NameNode’s directory. Checkpoint node creates checkpoints for the namespace at regular intervals by downloading the edits and fsimage file from the NameNode and merging it locally. The new image is then again updated back to the active NameNode.

BackupNode:

Backup Node also provides check pointing functionality like that of the checkpoint node but it also maintains its up-to-date in-memory copy of the file system namespace that is in sync with the active NameNode.

35. What is commodity hardware?

Commodity Hardware refers to inexpensive systems that do not have high availability or high quality. Commodity Hardware consists of RAM because there are specific services that need to be executed on RAM. Hadoop can be run on any commodity hardware and does not require any super computer s or high end hardware configuration to execute jobs.

36. What is the port number for NameNode, Task Tracker and Job Tracker?

NameNode 50070

Job Tracker 50030

Task Tracker 50060

37. Explain about the process of inter cluster data copying.

HDFS provides a distributed data copying facility through the DistCP from source to destination. If this data copying is within the hadoop cluster then it is referred to as inter 
cluster data copying. DistCP requires both source and destination to have a compatible or

same version of hadoop.

38. How can you overwrite the replication factors in HDFS?

The replication factor in HDFS can be modified or overwritten in 2 ways- 
1)Using the Hadoop FS Shell, replication factor can be changed per file basis using the

below command- $hadoop fs –setrep –w 2 /my/test_file (test_file is the filename whose replication factor will

be set to 2
2)Using the Hadoop FS Shell, replication factor of all files under a given directory can be

modified using the below command-
 3)$hadoop fs –setrep –w 5 /my/test_dir (test_dir is the name of the directory and all the

files in this directory will have a replication factor set to 5)

39. Explain the difference between NAS and HDFS.
  NAS runs on a single machine and thus there is no probability of data redundancy

whereas HDFS runs on a cluster of different machines thus there is data redundancy

because of the replication protocol.  NAS stores data on a dedicated hardware whereas in HDFS all the data blocks are

distributed across local drives of the machines.  In NAS data is stored independent of the computation and hence Hadoop

MapReduce cannot be used for processing whereas HDFS works with Hadoop

MapReduce as the computations in HDFS are moved to data.

40. Explain what happens if during the PUT operation
 HDFS block is assigned a replication factor 1 instead of the default value 3.  Replication factor is a property of HDFS that can be set accordingly for the entire cluster to adjust the number of times the blocks are to be replicated to ensure high data availability. For every block that is stored in HDFS, the cluster will have n-1 duplicated blocks. So, if the replication factor during the PUT operation is set to 1 instead of the default value 3, then it will have a single copy of data. Under these circumstances when the replication factor is set to 1 ,if the DataNode crashes under any circumstances, then only single copy of the data would be lost.

41. What is the process to change the files at arbitrary locations in HDFS?

 HDFS does not support modifications at arbitrary offsets in the file or multiple writers but files are written by a single writer in append only format i.e. writes to a file in HDFS are always made at the end of the file.
42.Explain about the indexing process in HDFS.
  Indexing process in HDFS depends on the block size. HDFS stores the last part of the data that further points to the address where the next part of data chunk is stored.

43. What is rack awareness and on what basis is data stored in a rack?

 All the data nodes put together form a storage area i.e. the physical location of the data nodes is referred to as Rack in HDFS. The rack information i.e. the rack id of each data node is acquired by the NameNode. The process of selecting closer data nodes depending on the rack information is known as Rack Awareness. 
 The contents present in the file are divided into data block as soon as the client is ready to load the file into the hadoop cluster. After consulting with the NameNode,client allocates 3 data nodes for each data block. For each data block, there exists 2 copies in one rack and the third copy is present in another rack. This is generally referred to as the Replica Placement Policy.

44. What happens to a NameNode that has no data?

 There does not exist any NameNode without data. If it is a NameNode then it should have some sort of data in it.

45. What happens when a user submits a Hadoop job when the NameNode is down- does the job get in to hold or does it fail. 
 The Hadoop job fails when the NameNode is down.

46. What happens when a user submits a Hadoop job when the Job Tracker is down- does the job get in to hold or does it fail. 
 The Hadoop job fails when the Job Tracker is down.

47. Whenever a client submits a hadoop job, who receives it?

 NameNode receives the Hadoop job which then looks for the data requested by the client and provides the block information. JobTracker takes care of resource allocation of the hadoop job to ensure timely completion.

48. Explain about some important Sqoop commands other than import and export.

Create Job (--create)
Here we are creating a job with the name my job, which can import the table data from

RDBMS table to HDFS. The following command is used to create a job that is importing data

from the employee table in the db database to the HDFS file.

$ Sqoop job --create myjob \

--import \

--connect jdbc:mysql://localhost/db \

--username root \

--table employee --m 1
Verify Job (--list)

‘--list’ argument is used to verify the saved jobs. The following command is used to verify

the list of saved Sqoop jobs.

$ Sqoop job --list

Inspect Job (--show)

‘--show’ argument is used to inspect or verify particular jobs and their details. The

following command and sample output is used to verify a job called myjob.

$ Sqoop job --show myjob

Execute Job (--exec)

‘--exec’ option is used to execute a saved job. The following command is used to execute a

saved job called myjob.

$ Sqoop job --exec myjob

49. How Sqoop can be used in a Java program?

The Sqoop jar in classpath should be included in the java code. After this the method

Sqoop.runTool () method must be invoked. The necessary parameters should be created to

Sqoop programmatically just like for command line.

50. What is the process to perform an incremental data load in Sqoop?

The process to perform incremental data load in Sqoop is to synchronize the modified or

updated data (often referred as delta data) from RDBMS to Hadoop. The delta data can be

facilitated through the incremental load command in Sqoop. Incremental load can be performed by using Sqoop import command or by loading the data into hive without overwriting it. The different attributes that need to be specified during incremental load in Sqoop are- 
1)Mode (incremental) –The mode defines how Sqoop will determine what the new rows are. The mode can have value as Append or Last Modified.

2)Col (Check-column) –This attribute specifies the column that should be examined to find out the rows to be imported.

3)Value (last-value) –This denotes the maximum value of the check column from the previous import operation.

51. Is it possible to do an incremental import using Sqoop?

Yes, Sqoop supports two types of incremental imports- 1)Append 2)Last Modified. To insert only rows Append should be used in import command and for inserting the rows and also updating Last-Modified should be used in the import command.

52. What is the standard location or path for Hadoop Sqoop scripts?

/usr/bin/Hadoop Sqoop

53. How can you check all the tables present in a single database using Sqoop?

The command to check the list of all tables present in a single database using Sqoop is as follows- Sqoop list-tables –connect jdbc: mysql: //localhost/user;

54. How are large objects handled in Sqoop?

Sqoop provides the capability to store large sized data into a single field based on the type of data. Sqoop supports the ability to store- 1)CLOB ‘s – Character Large Objects 2)BLOB’s –Binary Large Objects. Large objects in Sqoop are handled by importing the large objects into a file referred as “LobFile” i.e. Large Object File. The LobFile has the ability to store records of huge size, thus each record in the LobFile is a large object.
55. Differentiate between Sqoop and distCP.

DistCP utility can be used to transfer data between clusters whereas Sqoop can be used to transfer data only between Hadoop and RDBMS.
56. What are the limitations of importing RDBMS tables into Hcatalog directly?

There is an option to import RDBMS tables into Hcatalog directly by making use of – hcatalog –database option with the –hcatalog –table but the limitation to it is that there are several arguments like –as-avrofile , -direct, -as-sequencefile, -target-dir , -export-dir are not supported.
57. Name the classification of GC organization based on their Functional role.

Organizations developing grid standards and best practices guidelines.

Organizations developing GC toolkits, frameworks and middleware solutions.

Organizations building and using grid based solutions to solve their computing, data

and network requirements.

Organizations working to adopt grid concepts into commercial products.
58. What are the basic goals of GGF?

Create an open process for the development of the grid agreements and specifications. Create grid specifications, architecture documents and best practice guidelines. Manage and version controls the documents and specifications. Handle intellectual property policies. Provide a forum for information exchange and collaboration. Improve collaboration among the people involved in the grid research, grid deployment and grid users. Create best practice guidelines from the experience of the technologies associated with GC. Educate on advances in the grid technologies and share experiences among the people of interest.

59.What are the major works of GGF? 
 Application and programming environments  Data Architecture  Information system and performance  Peer to peer: desktop grids  Scheduling and resource management Security

60. What are the high level services including in existing globus tool kit? 
GRAM (Globus Resource Allocation Manager) GSI (Grid Security Infrastructure)

Information services.

61. Mention the important characteristic of legion system

 Everything is an object  Classes manage their own instance,  users can provide their own classes.

62. What are the core objects defined by legion system?  Host objects: Abstractions of processing resources which may represent a single processor or multi host and processors.  Value objects: Provide persistent storage for scalable persistence of the objects.  Binding objects: Maps the object ID’s to the physical addresses Implementation objects: Allow objects to run as processes.

63. Name the components available in Nimrod architecture?

Nimrod-G clients: This can provide tools for creating parameter sweep applications, steering and control monitors, and customized end-user applications and GUI’s. Nimrod-G resource broker: it consists of a Task Farming Engine (TFE), a scheduler that performs resource discovery, trading and scheduling features, a dispatcher and actuator, and agents for managing the jobs on the resource.

64. What are the scheduling algorithms used in Nimrod G?
  Cost optimization- uses the cheapest resource. 
 Time optimization- results in parallel execution of the job.
  Cost-time optimization-similar to cost optimization but if there are multiple jobs with the same cost, then the time factor is taken into consideration.
  Conservative time strategy- similar to time optimization, but guarantees that each unprocessed job has a minimum budget per job.

65. What are the major objectives of Euro grid project? 
 To establish a European GRID network of leading high performance computing centers from different European countries. 
 To operate and support the EUROGRID software infrastructure.
  To develop important GRID software components and to integrate them into EUROGRID

 To demonstrate distributed simulated codes from different application areas
  To contribute to the international GRID development and work with the leading international GRID projects.

66. What is the application specific work packages identified for the Euro grid? 
 Bio-Grid Metro grid

 Computer Aided Engineering (CAE) Grid
 High performance center (HPC) research Grid.
67. Mention the characteristic of connectivity layer? 
 Single sign-on Delegation
 Integration with local resource specific security solutions
User- based trust relationships  Data security
68.What are the two primary classes of resource layer protocols?

The resource protocols are the key to operations and integrity of any single resource. These protocols are as follows:  i) information protocols ii) management protocols

69.What are the collective services available in grid computing?

Discovery services

Co allocation, scheduling, and brokering services monitoring and diagnostic services

Data replication services

Grid-enabled programming systems Software discovery services

70.What are the basic principles of autonomous computing?
  Self-configuring (able to adapt to the changes in the system)

Self-optimizing (able to improve performance) 
 Self-healing (able to recover from mistakes) 
 Self-protecting (able to anticipate and cure intrusions)

71. What are the two most important technologies for building semantic webs? 

 XML

 Resource Description Framework(RDF)

o GT3 core.

o Base services

o User- defined services.

72.What is a GT3 core?

o It provides a framework to host the high-level services.  The core consists of OGSI reference implementation, security infrastructure, and System level services.
PART-B

1.Explain in detail about GT4 Architecture.

OGSA is a product of the Grid community at large, and it has a major focal point in the Global Grid Forum (GGF). Members of the Globus Alliance have made significant contributions to the development of OGSA. This page provides information on the status of OGSA work. As always, we encourage and welcome input, feedback, and collaboration.

The development of OGSA specifications and work on OGSA implementations in the Globus Toolkit have been generously supported by IBM and the U.S. Department of Energy, the National Science Foundation, and NASA's Information Power Grid program.

2.What are the usage of globus?

Some examples of standard mechanisms used in the Globus Toolkit are listed below.

    SSL/TLS v1 (from OpenSSL) (IETF)

    LDAP v3 (from OpenLDAP) (IETF)

    X.509 Proxy Certificates (IETF)

    SOAP (W3C)

    HTTP (W3C)

    GridFTP v1.0 (GGF)

    OGSI v1.0 (GGF)

The Globus Toolkit also includes reference implementations of several new and proposed standards in these organizations, providing the community with code that they can use to try out the standards and provide feedback on their usefulness.

3.Explain in detail about Hadoop Architecture.

Hadoop framework includes following four modules:

1.Hadoop Common: These are Java libraries and utilities required by other Hadoop modules. These libraries provides filesystem and OS level abstractions and contains the necessary Java files and scripts required to start Hadoop.

2.Hadoop YARN: This is a framework for job scheduling and cluster resource management.

3.Hadoop Distributed File System (HDFS™): A distributed file system that provides high-throughput access to application data.

4.Hadoop MapReduce: This is YARN-based system for parallel processing of large data sets.
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o Family of tools supporting this protocol
o ReplicaManagement Architecture
o Simple scheme for managing:

= multiple copies of files

= collections of files

2. Explain briefly about Hadoop architecture.
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HDFs:
+ HDFS stands for Hadoop Distributed File System
« Primary storage system used by Hadoop applications.
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« HDFS splits the data into several pieces called data blocks.
«  HDFS creates multiple replicas of data blocks and distributes them on compute
nodes throughout a cluster to enable reliable, extremely rapid computations.
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4.What is HDFS? Explain in detail.

NameNode:

The HDFS namespace is a hierarchy of files and directories. Files and directories are represented on the NameNode by inodes. Inodes record attributes like permissions, modification and access times, namespace and disk space quotas. Explain about the dataflow of file read and write.
DataNodes

Each block replica on a DataNode is represented by two files in the local native filesystem. The first file contains the data itself and the second file records the block's metadata including checksums for the data and the generation stamp.

HDFS Client

User applications access the filesystem using the HDFS client, a library that exports the HDFS filesystem interface.

Checkpoint Node

The NameNode in HDFS, in addition to its primary role serving client requests, can alternatively execute either of two other roles, either a CheckpointNode or a BackupNode.

5.What are the open source grid middleware packages?

· GridGain 

· Hadoop 

· Rio 

· JPPF 

· ProActive 

· Cougaar 

· GridEngine 

· Cleversafe 

· Darkstar 

· H2O 

· Ibis 

· Pegasus 

· Java Cog Kit

· JGrid

· JOMP

6. Explain the steps involved in configuring Hadoop. 
 There are 5 major files in hadoop/conf folder which are to be configured.

· masters

· slaves

· core-site.xml

· hdfs-site.xml

· mapred-site.xml

· hadoop-env.sh

 Configuration may be of either of the two types

· Single-node cluster

· Multi-node cluster 
 Map the IP addresses of all nodes with its host name i.e /etc/hosts file

 Add environmental variables HADOOP_HOME

 Add the master node name in masters file.  Add the master node and data nodes name in slaves file.
  Add JAVA_HOME path in hadoop-env.sh

 Login into the hadoop user. 
 Create a SSH rsa key and copy it to all the data nodes from master node.

o ssh-keygen -t rsa -P ""

o cat $HOME/.ssh/id_rsa.pub >> $HOME/.ssh/authorized_keys

o ssh-copy-id -i $HOME/.ssh/id_rsa.pub hadoop@slave

o ssh hadoop@master

o ssh hadoop@slave

 Configuring core-site.xml

<?xml version="1.0"?>

<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

<configuration>

<property>

<name>fs.default.name</name>

<value>hdfs://master:8020</value>

</property>

</configuration>

Configuring hdfs-site.xml

<?xml version="1.0"?>

<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

<configuration>

<property>

<name>dfs.replication</name>

<value>2</value>

</property>

</configuration>

Configuring mapred-site.xml

<?xml version="1.0"?>

<?xml-stylesheet type="text/xsl" href="configuration.xsl"?>

<configuration>

<property>

<name>mapred.job.tracker</name>

<value>master:8021</value>

</property>

</configuration>

Starting Hadoop

 hadoop namenode -format  sh start-all.sh

o Starts Namenode

o Starts Secondary Namenode

o Starts Datanode

o Starts Job Tracker

o Starts Trace Tracker  To view Job tracker and Trace Tracker Web Interface
o http://master:50070/ -- Task tracker

o http://master:50030/ -- Job Tracker

Sample Hadoop commands: 
 hadoop dfsadmin -report
o Standard report about the nodes and replication.  hadoop fs -ls

o List all files on the HDFS.  hadoop fs -mkdir abcd
o Creates a directory on HDFS

 hadoop fs -put /root/abc.txt abcd/input
o To put external data into HDFS

 hadoop jar hadoop-example.jar \com.hadoop.WordCount \abcd/input
abcd/output

o Executing a map-reduce algorithm.
7. Illustrate Hadoop internal process.

• Job Launch Process – Client, Job Client – JobTracker – Task tracker, Task, Task runner

• Creating mapper – Mapper

Getting Data To The Mapper
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· Reading data
· File input format and friends

· Filtering file inputs

· Record readers

· Input split size

· Sending data to reducers

· Writable comparator

· Sending data to client
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4. Discuss briefly about Hadoop distributed file system architecture.
HDFS Server

Master node
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8. Explain briefly about Globus tool kit architecture with its components and usages.
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«  Each of which may be executed on any node in the cluster
o Actual parallel processing.

16 Marks:

Globus Open Source Grid Software

1. Explain briefly about Globus tool kit architecture with its components and usages.
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UNIT-V

PART-A

1. What is Grid Security?

Security architecture to enable dynamic, scalable, and distributed VOs protect resources

for resource providers, computing entities for VOs, and end-processing for end-users Thru

 Authentication,  Delegation,  Authorization,  Confidentiality,  Privacy, ...

2. List different grid security challenges. 
 Dynamic VO establishment  Dynamic policy management.
 Interoperability with different host environments  Integration with existing systems and technologies

3. Define Authentication and Delegation.  Entities are provided with plug points for multiple authentication mechanisms  Users can delegate their access rights to services. Delegation policies also can be

specified.

4. Define Single Logon and Credential Lifespan and Renewal.
  An entity is allowed to have continuous access rights for some reasonable period

with single authentication.  A job initiated by a user may take longer than the life time of the user’s initial

credential.

In such case, the user needs to be notified prior to expiration of the credential, or be

able to refresh it automatically.

5. Define Authorization and Confidentiality

 Resources are used under a certain authorization policies. A service provider can

specify its own authorization policy, with which users can invoke those policies.  The confidentiality of the communication mechanism and messages or documents is

supported.

6. Define message integrity and privacy.
  It is ensured that unauthorized changes of messages or documents may be

detected.  Privacy A service requester and a service provider enforce privacy policies.
Draw the Authentication and Delegation architecture.
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7. Draw the Authentication and Delegation architecture.
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7. Define push model in authorization. 
 Push Model  Granting a user’s rights according to his or her role

 Managing rights with a central administrator
  Example : CAS, PERMIS, VOMS
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8. Define push model in authorization.

= Push Model
= Granting a user’s rights according to his or her role
= Managing rights with a central administrator

= Example : CAS, PERMIS, VOMS
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8. Define CAS. 
 Community Authorization Service (CAS) 
 Enables fine-grained authorization policy.
  Resource providers set course-grained policy rules for foreign domain on

CAS-identity. 
 CAS sets policy rules for its local users.  Requestors obtain capabilities from their local CAS.

10.Define X.509 Proxy Certificates. 

 Enables single sign-on. 
 Allows users to delegate their identities and rights to services.
11. Write a sort note on Security in a Web Services World.
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Motivations:

«  Enables single sign-on:

« Allows users to delegate their identities and rights to services.

11. Write a sort note on Security in a Web Services World.
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= The Web services security roadmap provides a layered approach to address Web

= The OGSA security models needs to be consistent with Web services security model.

12.Define Fine-grained Authorization Service.

« VO managers specify user access rights

« Resource providers want their resources to be used by only VO members =
under their local polices.
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The Web services security roadmap provides a layered approach to address Web

services.

 The OGSA security models needs to be consistent with Web services security model.

12.Define Fine-grained Authorization Service.

Motivations: 

 Resource providers want their resources to be used by only VO members

under their local polices. 
 VO managers specify user access rights. 
 A user delegates his or her rights to the job to run.

Requirements

  Combining polices from different sources 
 Fine-grained resource control 
 VO-based management of jobs and resources
13. Define TAS tickets. 
 A ticket is an XML record asserting that the issuer specifies a policy. 
 Each ticket is signed by the private key of the issuer to protect the integrity of

the ticket. 
 Tickets are unforgivable and exchangeable among VO entities for resource

control. 
 Tickets are classified into

· resource ticket, 
· attribute ticket, 
· user ticket, and

Job ticket.

14.List down the causes and problems associated with cloud computing. 
· Most security problems stem from: 
· Loss of control 
· Lack of trust (mechanisms) 
· Multi-tenancy

· These problems exist mainly in 3rd party management models 
· Self-managed clouds still have security issues, but not related to above

15.List the Consumer’s Loss of Control in the Cloud.

a. Data, applications, resources are located with provider

b. User identity management is handled by the cloud

c. User access control rules, security policies and enforcement are managed by the cloud 
    provider

d. Consumer relies on provider to ensure

i. Data security and privacy

ii. Resource availability

iii. Monitoring and repairing of services/resources

16.List down the lack of trust in cloud.

A brief deviation from the talk

a. (But still related)

b. Trusting a third party requires taking risks

Defining trust and risk

Opposite sides of the same coin (J. Camp)

a People only trust when it pays (Economist’s view)

b Need for trust arises only in risky situations

Defunct third party management schemes

a Hard to balance trust and risk

b e.g. Key Escrow (Clipper chip)

c. Is the cloud headed toward the same path

17..Define network level mitigation.

Note that network-level risks exist regardless of what aspects of “cloud computing” services are being used The primary determination of risk level is therefore not which *aaS is being used, But rather whether your organization intends to use or is using a public, private, or hybrid cloud.

18. .Illustrate the host level security architecture.
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18.1llustrate the host level security architecture.
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19.Define host level security.

SaaS/PaaS

a. Both the PaaS and SaaS platforms abstract and hide the host OS from end

users

b. Host security responsibilities are transferred to the CSP (Cloud Service

Provider)

i. You do not have to worry about protecting hosts

However, as a customer, you still own the risk of managing information hosted

in the cloud services

20.Define application level security.

DoS

EDoS(Economic Denial of Sustainability)

a. An attack against the billing model that underlies the cost of providing a

service with the goal of bankrupting the service itself.
End user security

SaaS/PaaS/IaaS application security

Customer-deployed application security
21.Define different aspects of data security.

a. Data-in-transit

b. Data-at-rest

c. Processing of data, including multitenancy

d. Data lineage

e. Data provenance

22.What Are the Key Privacy Concerns?

Typically mix security and privacy

Some considerations to be aware of:

a. Storage

b. Retention

c. Destruction

d. Auditing, monitoring and risk management

e. Privacy breaches

23.Why IAM? 
 Organization’s trust boundary will become dynamic and will move beyond the control and will extend into the service provider domain. 
 Managing access for diverse user populations (employees, contractors, partners, etc.)
  Increased demand for authentication

 personal, financial, medical data will now be hosted in the cloud

 S/W applications hosted in the cloud requires access control 
 Need for higher-assurance authentication

 authentication in the cloud may mean authentication outside F/W

 Limits of password authentication

 Need for authentication from mobile devices

PART-B

16 – Marks
1. Explain briefly about security infrastructure in grid computing. 
 Transport Layer Security/Secure Socket Layer (TLS/SSL)

o To be deprecated

 SOAP Layer Security

o Based on WS-Security, XML Encryption, XML Signature

 GT3 uses X.509 identity certificates for authentication

 It also uses X.509 Proxy certificates to support delegation and single sign-on,

updated to conform to latest IETF/GGF draft  The Grid Security Infrastructure (GSI) is a set of tools, libraries and protocols used

in Globus to allow users and applications to securely access resources.  Based on a public key infrastructure, with certificate authorities and X509

certificates  Uses SSL for authentication and message protection

 Adds features needed for Single-Sign on

 Proxy Credentials  Delegation

GSI: Credentials  In the GSI system each user has a set of credentials they use to prove their identity

on the grid

o Consists of a X509 certificate and private key

 Long-term private key is kept encrypted with a pass phrase

o Good for security, inconvenient for repeated usage

GSI: Single Sign-on

 Single-sign on is important feature for Grid Applications

o Enables easy coordination of multiple resources

o User authenticates themselves once, then can perform multiple actions

without reauthentication

o Can allow processes to act on their behalf  To support single sign-on GSI adds the following functionality to SSL:

o Proxy credentials

o Credential delegation

GSI: Proxy Credentials
 Proxy credentials are short-lived credentials created by user

o Short term binding of user’s identity to alternate private key

o Stored unencrypted for easy repeated access

o Short lifetime in case of theft

o Enables user to authenticate once then perform multiple actions without

reauthenticating

GSI: Delegation

 GSI enables user to create and delegate proxy credentials to processes running on

remote resources  Allows remote processes and resources to act on user’s behalf  Important for complex applications that need to use Grid resources

o E.g. jobs that needs to access data storage

 GSI is:

o X.509 Certificates for authentication

o PKI for verifying identities in Certificates

o SSL as the protocol for authentication, confidentiality and integrity

o Proxy certificates and delegation to support single sign-on
2. Explain briefly about authorization and authentication in grid security.

Authentication and Delegation:  The use of X.509 Certificates

o Authentication by a distinguished name in a certificate under shared

common CAs

o Delegation and single sign-on through the use of X.509 proxy certificates

o Username and Password Authentication supported in GT4

o Supporting WS-Security standard as opposed to X.509 credentials

o Only providing authentication and not advanced features such as delegation,

confidentiality, integrity, etc  Delegation of proxy certificates

o Remote generation of user proxy

o Generation of a new private key & certificate using the original key

o Password or private key are not sent on network.
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Authentication and Delegation:
« The use of X509 Certificates
o Authentication by a distinguished name in a certificate under shared

common CAs
Delegation and single sign-on through the use of X.509 proxy certificates
Username and Password Authentication supported in GT4
Supporting WS-Security standard as opposed to X.509 credentials
Only providing authentication and not advanced features such as delegation,
confidentiality, integrity, etc
« Delegation of proxy certificates

o Remote generation of user proxy

o Generation of a new private key & certificate using the original key

o Password or private key are not sent on network.
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Authorization:

« Users want to delegate their rights to proxies in other systems.
« Resource providers need an authorization service for user proxies submitted to
their systems.
« Delegation is the process of transferring rights of users to tasks or proxies.
o When too much rights are delegated, the abuse of rights is possible.
o When too less rights are delegated, proxies cannot be executed completely.
« Thus, we need an authorization service in which users delegate restricted rights to
proxies and resource providers can check valid uses of delegated rights.
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Authorization:  Users want to delegate their rights to proxies in other systems.  Resource providers need an authorization service for user proxies submitted to

their systems.  Delegation is the process of transferring rights of users to tasks or proxies.

o When too much rights are delegated, the abuse of rights is possible.

o When too less rights are delegated, proxies cannot be executed completely.  Thus, we need an authorization service in which users delegate restricted rights to

proxies and resource providers can check valid uses of delegated rights.

Authorization Pull Model:  Granting a user’s rights only on the specific conditions  Delegating rights which a user specifies  Managing rights with a user and resource providers  Example : Akenti
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Figure 1. Overview of Akeats Architectuze

Authorization Push Model:

« Granting a user’s rights according to his or her role

« Managing rights with a central administrator
« Example : CAS, PERMIS, VOMS

« Problems in related works
o Akenti
. rights manually





Authorization Push Model: 
 Granting a user’s rights according to his or her role

 Managing rights with a central administrator 
 Example : CAS, PERMIS, VOMS
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=" Managing rights with a central administrator
« Example : CAS, PERMIS, VOMS

« Problems in related works
o Akenti
= Writing specific conditions and rights manually
= Managing rights by users and resource providers
o CAS
= Delegating all rights owned by user's role
= Not delegating restricted rights

3. Explain different aspects of cloud security.
Infrastructure Security, Data Security and Storage, Identity and Access Management
(IAM), Privacy

Infrastructure Security

i Network Level
ii. Host Level
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Problems in related works

o Akenti  Writing specific conditions and rights manually

 Managing rights by users and resource providers

o CAS

 Delegating all rights owned by user’s role

 Not delegating restricted rights

3. Explain different aspects of cloud security. 
Infrastructure Security, Data Security and Storage, Identity and Access Management

(IAM), Privacy

Infrastructure Security

i. Network Level

ii. Host Level
iii. Application Level

The Network Level:  Ensuring confidentiality and integrity of your organization’s data-in-transit to and from your public cloud provider  Ensuring proper access control (authentication, authorization, and auditing) to whatever resources you are using at your public cloud provider  Ensuring availability of the Internet-facing resources in a public cloud that are being used by your organization, or have been assigned to your organization by your public cloud providers  Replacing the established model of network zones and tiers with domains  Note that network-level risks exist regardless of what aspects of “cloud computing” services are being used  The primary determination of risk level is therefore not which *aaS is being used,  But rather whether your organization intends to use or is using a public, private, or hybrid cloud.
 The Host Level: 
 SaaS/PaaS

o Both the PaaS and SaaS platforms abstract and hide the host OS from end users

o Host security responsibilities are transferred to the CSP (Cloud Service Provider)  You do not have to worry about protecting hosts

o However, as a customer, you still own the risk of managing information hosted in the cloud services.
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Local Host Security:
«  Arelocal host machines part of the cloud infrastructure?
o Outside the security perimeter
o While cloud consumers worry about the security on the cloud provider’s site,
they may easily forget to harden their own machines
©  The lackof security of local devices can
o Provide a way for malicious services on the cloud to attack local networks
throuch these terminal devi
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Local Host Security: 
 Are local host machines part of the cloud infrastructure?

o Outside the security perimeter

o While cloud consumers worry about the security on the cloud provider’s site,

they may easily forget to harden their own machines 
 The lack of security of local devices can

o Provide a way for malicious services on the cloud to attack local networks through these terminal devices

o Compromise the cloud and its resources for other users 
 With mobile devices, the threat may be even stronger

o Users misplace or have the device stolen from them

o Security mechanisms on handheld gadgets are often times insufficient

compared to say, a desktop computer

o Provides a potential attacker an easy avenue into a cloud system.

o If a user relies mainly on a mobile device to access cloud data, the threat to availability is also increased as mobile devices malfunction or are lost 
 Devices that access the cloud should have

o Strong authentication mechanisms

o Tamper-resistant mechanisms

o Strong isolation between applications

o Methods to trust the OS

o Cryptographic functionality when traffic confidentiality is required
The Application Level: • DoS

• EDoS(Economic Denial of Sustainability) – An attack against the billing model that underlies the cost of providing a

service with the goal of bankrupting the service itself. • End user security

• Who is responsible for Web application security in the cloud?

• SaaS/PaaS/IaaS application security

• Customer-deployed application security

Data Security and Storage:  Several aspects of data security, including:

o Data-in-transit  Confidentiality + integrity using secured protocol  Confidentiality with non-secured protocol and encryption

o Data-at-rest  Generally, not encrypted , since data is commingled with other users’

data

 Encryption if it is not associated with applications?  But how about indexing and searching?  Then homomorphic encryption vs. predicate encryption?

o Processing of data, including multitenancy

 For any application to process data, not encrypted

o Data lineage

 Knowing when and where the data was located w/i cloud is important

for audit/compliance purposes  e.g., Amazon AWS

 Store <d1, t1, ex1.s3.amazonaws.com>

 Process <d2, t2, ec2.compute2.amazonaws.com>

 Restore <d3, t3, ex2.s3.amazonaws.com>

o Data provenance

 Computational accuracy (as well as data integrity)  E.g., financial calculation: sum ((((2*3)*4)/6) -2) = $2.00 ?  Correct : assuming US dollar  How about dollars of different countries?  Correct exchange rate?  Data reminisce

o Inadvertent disclosure of sensitive information is possible

 Data security mitigation?

o Do not place any sensitive data in a public cloud

o Encrypted data is placed into the cloud?  Provider data and its security: storage

o To the extent that quantities of data from many companies are centralized,

this collection can become an attractive target for criminals

o Moreover, the physical security of the data center and the trustworthiness of

system administrators take on new importance.
4. Illustrate how the SaaS, PaaS, and IaaS are available in cloud.

Cloud Software as a Service (SaaS)

The capability provided to the consumer is to use the provider’s applications

running on a cloud infrastructure and accessible from various client devices

through a thin client interface such as a Web browser (e.g., web-based email).

The consumer does not manage or control the underlying cloud

infrastructure, network, servers, operating systems, storage, or even

individual application capabilities, with the possible exception of limited

user-specific application configuration settings.

Cloud Platform as a Service (PaaS)

The capability provided to the consumer is to deploy onto the cloud

infrastructure consumer-created applications using programming languages

and tools supported by the provider (e.g., Java, Python, .Net). The consumer

does not manage or control the underlying cloud infrastructure, network,

servers, operating systems, or storage, but the consumer has control over the

deployed applications and possibly application hosting environment

configurations.

Cloud Infrastructure as a Service (IaaS)

The capability provided to the consumer is to rent processing, storage,

networks, and other fundamental computing resources where the consumer

is able to deploy and run arbitrary software, which can include operating

systems and applications. The consumer does not manage or control the

underlying cloud infrastructure but has control over operating systems,

storage, deployed applications, and possibly select networking components

(e.g., firewalls, load balancers).

 To be considered “cloud” they must be deployed on top of cloud infrastructure that

has the key characteristics

Service Model Architectures
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isable to deploy and run arbitrary software, which can include operating
systems and applications. The consumer does not manage or control the
underlying cloud infrastructure but has control over operating systems,
storage, deployed applications, and possibly select networking components
(e.g. firewalls, load balancers).

® To be considered “cloud” they must be deployed on top of cloud infrastructure that
has the key characteristics
Service Model Architectures
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Software as a Service
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Platform as a Service (PaaS)
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Infrastructure as a Service (laaS)
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Features of Mature Saa Applications

« SaaSis hosting applications on the Internet as a service (both consumer and
enterprise)

« Features of Mature Saas applications:

 Scalable
Handle growing amounts of work in a graceful manner .
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Features of Mature SaaS Applications

 SaaS is hosting applications on the Internet as a service (both consumer and

enterprise)
 Scalable

 Handle growing amounts of work in a graceful manner 
 Multi-tenancy

 One application instance may be serving hundreds of companies 
 Opposite of multi-instance where each customer is provisioned their own server

running one instance

 Metadata driven configurability

 Instead of customizing the application for a customer (requiring code changes), one

allows the user to configure the application through metadata.
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